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Abstract of the Dissertation

Broadband cavity-enhanced transient absorption spectroscopy
and its application to excited-state intramolecular proton transfer

by

Myles C. Silfies

Doctor of Philosophy

in

Physics

Stony Brook University

2023

Ultrafast spectroscopy is widely used to study the dynamics of many dif-
ferent systems following photoexcitation. For studies of molecules, ultrafast
optical spectroscopies, such as transient absorption, are very powerful, but
typically limited to optically dense samples such as concentrated solutions.
The lack of solvent interactions and lowered vibrational temperatures inher-
ent to molecular beams makes gas-phase studies desirable for interpretation
and comparison to ab-initio theory, but the low column densities in molecular
beams precludes all-optical ultrafast spectroscopy using conventional meth-
ods. To address this measurement gap, we developed a new spectrometer
using femtosecond enhancement cavities and frequency comb lasers covering
almost the entire visible range with a detection limit of ∆OD < 1 × 10−9,
making transient absorption measurements in molecular beams possible. In
this dissertation, I will discuss the development of this spectrometer and the
first transient absorption measurements of molecules under variable molecular
beam conditions.

To enable these measurements, I developed tunable frequency combs across
a wide spectral range with high power, low phase noise, and femtosecond pulse
durations at 100 MHz repetition rate. These combs are based on a custom Er-
and Yb-doped fiber laser and amplifier systems combined with fiber nonlinear
optics and a synchronously-pumped optical parametric oscillator. Addition-
ally, this dissertation will describe the design, characterization, and stabiliza-
tion of a femtosecond enhancement cavity with an unprecedented tuning range
of 450-700 nm.

In this dissertation, I report transient absorption results on several molecules
which undergo excited-state intramolecular proton transfer (ESIPT) after pho-
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toexcitation with UV light. First, I will discuss the photochromism following
ESIPT in salicylideneaniline as well as the dependence of internal conversion
rate on both vibrational temperature and cluster environment. These results
show that nonradiative relaxation can be turned off by caging the molecule
in Ar clusters without affecting the photochromic yield. I will also present
results on the excited-state dynamics of 2-nitrophenol which include a compe-
tition between ESIPT, fragmentation, and intersystem crossing. Assignment
of the complex spectral features is assisted by global analysis and ab-initio the-
ory to isolate individual relaxation signals by their transition dipole moments.
Comparisons to more conventional ultrafast techniques as well as theoretical
simulations will also be discussed.
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Chapter 1

Introduction

Ultrafast spectroscopy is used to study the dynamics of photoexcited sys-
tems on attosecond to nanosecond time scales and is regularly used across
physics, chemistry, biology, and material science. On these ultrashort time
scales one can probe the motion of electrons, atoms, molecular vibrations and
bond breaking. The broad idea behind ultrafast spectrometers is portrayed in
Fig. 1.1, using transient absorption spectroscopy (TAS) as an example. An
ultrashort pulse, referred to as the “pump” excites a sample and after some
variable time delay, a second optical pulse hits the sample and records snap-
shots of the time-dependent dynamics initiated by the pump. In the case of
TAS, as shown in Fig. 1.1, the optical intensity of the probe pulse itself is
measured as a function of time, but other experimental observables are also
common as will be discussed below.

In polyatomic molecules, the ultrashort events being studied result in broad
spectral features, due to the large number of degrees of freedom typically
involved in the dynamics as well as the time-frequency uncertainty principle.
Understanding these “blobs” in the frequency domain is difficult. Therefore
standard ground-state absorption techniques do not provide a clear picture of
the underlying dynamics. This necessitates using ultrafast techniques in an
attempt to assign dynamic processes by directly measuring the time-dependent
signal and attempting to parse the signal in the time domain.

Despite significant technological advancements, understanding ultrafast
spectroscopy signals is still not straightforward and theory and experiment
often struggle to agree. One reason for this is limitations intrinsic to the spec-
troscopic techniques, which can lead to recorded signals not always directly
corresponding to a molecular events. Like any measurement, ultrafast spec-
trometers necessarily project complex dynamics onto more simple observables
which are then interpreted to form a “picture” of what really happened. This
can result in different experimental techniques arriving at different conclusions
for the same system. Put another way, the decay of a measured ultrafast sig-
nal, and its time constant from an exponential fit, does not always correspond
to the lifetime of some molecular state and may, instead, be dependent on the
measurement technique used to probe the dynamics.
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Figure 1.1: Schematic diagram of a pump/probe transient absorption measure-
ment. A pump pulse (purple), excites a sample and a probe pulse (orange)
records the time dependent absorption from the excited state with variable
delay.

In a pump/probe measurement, the time-dependent excited state Ψ(t) is
measured by projecting it onto a final state,Ψf , with a probe pulse:

Sf (t) ∝ |⟨Ψf |µ̂|Ψ(t)⟩|2 (1.1)

where µ̂ is the dipole operator. In order to piece together a more accurate pic-
ture of the underlying ultrafast dynamics, the same system must be projected
onto different final states and a consistent picture must be formed. Unfortu-
nately, this is not often done due to the large differences between the common
ultrafast spectroscopic techniques.

A summary and comparison of two of the current tools available in the
ultrafast toolbox is shown in Fig. 1.2. In the solution phase, optical measure-
ments such as transient absorption spectroscopy (TAS) [15] or two-dimensional
spectroscopy measure excited-state dynamics via direct absorption or emis-
sion of the probe light from the excited state. In this case, the final state,
Ψf , is a state of the neutral molecule. Alternatively, to study dynamics in
the gas phase, time-resolved photoelectron spectroscopy (TRPES) is typically
used [16, 17]. In TRPES, the probe pulse ionizes the sample, and the ejected
photoelectron or photoion yield and/or energy distribution is measured as a
function of delay. The final state in a TRPES measurement is a cation + elec-
tron state. Comparing between the results of these two measurements is very
difficult as they have both a different sample environment – solution vs. gas
phase – and a different probe signal – optical absorption vs. photoionization.

Theoretical simulations can assist with understanding recorded ultrafast
spectroscopic signals but often these approaches calculate the excited state
without including the measurement conditions [18]. Recent trends in the ul-
trafast community have shown that performing the same projection in the-
oretical sumulations as the measurement technique as in Eqn. (1.1) is im-
portant for direct comparison with experimental signals [19–25]. In the case
of TRPES measurements, simulating the ionization process typically requires
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Figure 1.2: Overview of ultrafast spectroscopy methods. The work in this
dissertation acts as the halfway point between the established techniques of
transient absorption spectroscopy (top left) and time-resolved photoelectron
spectroscopy (bottom right) since it shares the observable of the former and
the environment of the latter. Reproduced from [1] with permission from the
PCCP Owner Societies.

calculating Dyson orbitals to approximate the ionic states and electron in the
continuum [26,27]. The simulation of TAS measurements does not require any
Dyson orbital projections since the final state being probed is still the neutral
molecule, but simulating solution-phase TAS measurements also presents dif-
ficulties, due to the complications involved simulating the solvent interactions
properly [28, 29]. Fortuitously, these solvent effects are clearly not required
when simulating gas-phase TRPES measurements.

Previously, our group demonstrated optical pump/probe measurements op-
erating in dilute molecular beams using frequency comb lasers and femtosecond
enhancement cavities [30]. These cavity-enhanced transient absorption (CE-
TA) measurements had a detection limit of ∆OD = 2 × 10−10 and a 120 fs
time resolution. This new technique shares the environment with TRPES and
the optical probe of TAS, i.e. the top right square of Fig. 1.2. Additionally,
this method bypasses some of the theoretical challenges described above since
it does not require the simulation of either solvent effects or Dyson orbitals.

The initial CE-TA demonstration experiment was at a single, degenerate
pump/probe wavelength. To be able to parse the nonlinear signal from com-
plex ultrafast molecular dynamics, a broadband spectrometer is required. In
this dissertation I will describe the development and application of this new
instrument which operates in the near ultraviolet (UV) and visible spectral
ranges.

To accomplish this goal, significant technological advancements were re-
quired which will be described in detail in this dissertation. Specifically, Chap-
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Figure 1.3: Comparison of signals recorded in, a), transient absorption spec-
troscopy (TAS) and, b), time-resolved photoelectron spectroscopy (TRPES).
In both cases, the pump pulse excites the molecule to the first excited state.
In a), the TAS signal is both positive, for excited-state absorption (ESA) and
negative, for stimulated emission (SE) or ground-state bleach (GSB), and re-
quires a broadband laser spectrum to probe. In b), the TRPES probe pulse
ionizes the molecule with a high energy photon.

ter 2 will discuss the development of a high power frequency comb based on
Er:fiber laser technology and fiber-based nonlinear optics. This comb serves as
the backbone for further nonlinear optics for the experiments described in this
dissertation and for future spectroscopy goals. Chapter 3 describes a scheme
for the generation of tunable visible frequency combs which serve as the probe
for the broadband CE-TA spectrometer. To enhance the nonlinear signal in
the pump/probe measurement, Chapter 4, introduces a tunable femtosecond
enhancement cavity and broadband comb/cavity stabilization schemes which
operates from 450 to 700 nm.

Chapter 5 describes the broadband spectrometer in its entirety including
overall performance and first measurements on gas-phase molecular dynamics.
Additionally, Chapters 6 and 7 present molecular dynamics results in two
excited-state intramolecular proton transfer (ESIPT) systems studied using
the new spectrometer. Chapter 6 investigates photochromism after ESIPT in
salicylideneaniline and its dependence on sample environment and temperature
along with detailed comparisons to simulated TAS spectra. In Chapter 7, the
complex competition between ESIPT, internal conversion, and intersystem
crossing in ortho-nitrophenol is discussed.
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1.1 Ultrafast spectroscopy techniques

As discussed above, the two main approaches for measuring ultrafast dy-
namics are with optical absorption or action-based methods like photioniza-
tion. Here, I focus more specifically on the two most common techniques,
one from each approach, for measuring electronic excited-state dynamics in
molecules – TAS and TRPES. To better illustrate the recorded signals and
limitations of each measurement, a diagram comparing the signals recorded in
each case is shown in Fig. 1.3. The vertically displaced curves indicate differ-
ent singlet electronic potential energy surfaces, labeled S0-S2, of the neutral
molecule along an effective molecular reaction coordinate

For the work covered in this dissertation, all ultrafast dynamics are be-
ing probed after electronic excitation, depicted by the pump pulse in Fig. 1.3
which excites the molecule from the ground state. In the Franck-Condon ap-
proximation, this excitation vertically translates a nuclear wavefunction made
up of eigenstates of the S0 potential energy surface to the first excited, S1,
potential energy surface [31]. Since this vertically translated wavefunction is
not an eigenstate of the new potential energy surface, dynamics occur on the
excited state which can lead to changes in the molecular geometry along the
simplified reaction coordinate. These changes, represented by the distribution
of the wavefunction on the excited state, Ψ(t), are being measured by the
probe pulse in the pump/probe measurement, as in Eqn. (1.1). The crossing
point between S0 and S1 represents a conical intersection, a degeneracy point
between two states which can facilitate rapid depopulation of the upper state
nonradiatively via internal conversion.

In transient absorption spectroscopy, shown in Fig. 1.3a), the probe is
a second optical excitation to another state of the neutral molecule [15, 32].
These excitations, shown as maroon arrows in Fig. 1.3a), are either excited-
state absorption (ESA) from S1 to S2, shown via solid arrows, or stimulated
emission (SE) from S1 back down to S0, shown as dashed arrows. In the latter
case, the TAS signal is an increase of probe light, which is presented as a
negative signal in this work by our convention of plotting absorption via:

∆OD = log10

(
I0
IT

)
≈ −log10(e)

(
∆I

I0

)
(1.2)

where I0 is the incident probe intensity, IT is the transmitted intensity, and
∆I = IT − I0 is the change in intensity. The approximation in Eqn. (1.2) is
only valid for small changes in intensity. In addition to ESA and SE, TAS
can also record a decrease in absorption from the ground state caused by the
pump called a ground-state bleach (GSB) which is also negative.

Understanding the signal recorded from TAS can be quite complicated
[33]. First, in order to see a signal, there must be an electronic state at a
nearby energy which satisfies the necessary selection rules for ESA or SE, i.e.
the maroon arrows in Fig. 1.3 need to be able to reach another potential
energy surface and the transition must be allowed. As the dynamics continue,
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signals can disappear because the two states diverge and not because the
excited-state population has decreased by some other means. To overcome this
drawback, broadband probe pulses must be used which span the ultraviolet
to near infrared [24, 34]. In TAS, both positive and negative signals can be
recorded, resulting in potentially overlapping features which can obscure the
underlying dynamics. Typically, fitting techniques like global analysis [35–37]
must be used to parse out these features.

In time-resolved photoelectron spectroscopy, the probe pulse ionizes the
molecule and the ejected electron and/or remaining cation is recorded as the
signal [38,39]. The pump/probe scheme for a TRPES measurement is shown in
Fig. 1.3b). After the pump pulse, a high-energy probe pulse excites an electron
to the continuum, as shown by the long fuchsia arrows from S1 to above the
ionization potential surface. The probe pulse in TRPES does not need to
be tunable or broadband like in TAS; just the photon energy needs to be
sufficiently high to ionize the sample for all relevant geometries. Additionally,
the selection rules in TRPES are relaxed for the ionization step, i.e. dark
states can be probed. If the probe energy is too low, “energy windowing”
effects can artificially reduce time constants recorded in TRPES experiments
[19, 20, 23, 40]. This effect is demonstrated in Fig. 1.3b). As the reaction
coordinate increases, probe excitation arrows no longer reach the ionization
surface and the signal disappears. Often, the probe step in TRPES is actually
a multiphoton process driven by a laser with lower photon energy, which can
also affect the measured time constants [41].

1.2 Cavity-enhanced frequency combs

Cavity enhancement is commonly used to increase the sensitivity of linear
spectroscopic signals, where the sample only interacts with a single electric
field, such as in the techniques of cavity ringdown spectroscopy [42–44] and
direct cavity-enhanced direct frequency comb spectroscopy [45–48], to perform
gas-phase absorption measurements or trace-gas detection. For light circulat-
ing in an enhancement cavity, the absorption enhancement for any spectro-
scopic signal in the cavity is proportional to the cavity finesse, F , defined
as:

F =
π
√
r1rm

1− r1rm
≈ 2π

[cavity loss]
, (1.3)

where r1 and rm are the field reflection coefficients for the input coupler mir-
ror and the effective reflection for the rest of the cavity, respectively and the
approximation assumes high-reflectivity mirrors. For a two-mirror cavity with
identical mirrors or an impedance-matched ring cavity, rm = r1 and the ab-
sorption enhancement is F/π. For a more detailed discussion of optical cavity
energy relations and signal enhancement, see [49, 50].

In order to perform ultrafast spectroscopy, optical pulses must be used
which are short in the time domain and, by Fourier transform and the time-
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Figure 1.4: Diagram of frequency comb based on a modelocked laser in the,
a), time domain and, b), frequency domain. A pulse train from the laser at
a repetition rate frep generates an evenly spaced spectrum of comb “teeth” in
the frequency domain separated by frep. See text for more details.

frequency uncertainty principle, inherently broad in the frequency domain [51].
For reasons which will become clear in section 1.2.2 below, in order to enhance
an ultrafast pulse train in a cavity, the pulse train must be derived from
a low-noise frequency comb laser. Although this ultrafast measurement is a
nonlinear spectroscopy, where the sample interacts with multiple electric fields,
the same absorption enhancement of F/π applies. This is because the probe
measurement can be thought of as a linear absorption measurement recorded
from an excited sample.

1.2.1 Frequency combs

Since their advent, frequency combs have become useful across spectroscopy,
metrology, and sensing [52–54]. Most often, a frequency comb is generated
from a stabilized pulse train from a mode-locked laser, as shown in Fig. 1.4.
In the time domain, as in Fig. 1.4a), the oscillator operating at a repetition
rate of frep emits pulses separated in time by 1/frep. The carrier envelope
offset (CEO) phase of the pulse advances with respect to the previous pulse
by ∆Φ. In the frequency domain, Fourier transforming the pulse train results
in a spectrum of evenly-spaced, narrow linewidth comb “teeth” as shown in
Fig. 1.4b). The teeth are separated by frep and shifted from DC by an offset
frequency, f0. In this way, the optical frequency, νn, of the nth tooth can each
be defined by the simple relation,

νn = nfrep + f0, (1.4)
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Figure 1.5: Diagram of comb/cavity coupling in the, a), time and, b), fre-
quency domain. The free spectral range (FSR) of the cavity must match the
frequency comb repetition rate and the f0 of the comb must be adjusted to
center as many comb teeth in cavity resonances which optimizes intracavity
bandwidth and reduces noise. The group-delay dispersion of the cavity mirrors
leads to changes in the cavity FSR as a function of frequency and causes the
cavity resonances to walkoff from the evenly the comb teeth.

where f0 is related to the CEO phase advance via

f0 =
∆Φ

2π
frep. (1.5)

The width of the comb teeth is dominated by optical phase and frequency
noise of the original laser [55, 56]. Although the work in this dissertation
only involves modelocked laser frequency combs, these same relations hold for
combs generated from quantum cascade lasers [57,58], microresonators [59,60],
and electro-optic combs [61,62].

The utility of the frequency comb is in controlling and/or stabilizing frep
and f0, which are typically electronically countable radio frequencies, and get-
ting a “free” multiplication of n ≈ 105 − 107 to an optical frequency. This
control is achieved via actuators in the modelocked oscillator to provide feed-
back on the two degrees of freedom. Typically, these values are stabilized to
atomic references or clocks to use the comb as a “standard ruler” for precision
measurement [63,64]. Alternatively, two frequency combs can be referenced to
each other to perform dual comb spectroscopy [65], which can be thought of
as Fourier transform spectroscopy without the use of mechanical delay stages.
Here, we require a frequency comb laser to couple to an enhancement cavity
and match the cavity resonance frequencies.
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1.2.2 Comb-cavity coupling

A simple schematic of coupling a frequency comb to an enhancement cavity
is shown in Fig. 1.5. To coherently build up a pulse in the time domain, as in
Fig. 1.5a), the total round-trip time for a pulse circling the cavity must equal
the time spacing between input pulses. To match subsequent pulses from an
input comb at repetition rate frep, the total round-trip cavity length must be
ℓ = c/frep. In the frequency domain, shown in Fig. 1.5b), an enhancement
cavity has resonances with a free spectral range (FSR) of c/ℓ, with c, the
speed of light [49]. To couple a frequency comb to the cavity, the cavity
FSR must match the repetition rate of the incoming comb, as shown in Fig.
1.5b). In most cases, this must be done via active feedback to the comb frep
and/or cavity length. In addition to frep, the frequency comb f0 must also be
controlled to match the round trip phase offset of the cavity in order to couple
as much of the frequency comb spectrum into the cavity as possible [50,66,67].
This round trip phase is not zero due to cavity mirror coatings and the Guoy
phase at the cavity focus [49,68].

The cavity places restrictions on the incoming frequency comb perfor-
mance. For low-noise comb-cavity coupling, the comb tooth linewidth should
be less than the enhancement cavity mode width, as is the case in Fig. 1.5b).
The cavity mode linewidth FWHM, ∆ν1/2, is related to the cavity finesse and
FSR via

∆ν1/2 =
FSR

F
, (1.6)

which means that for a fixed FSR, higher finesse cavities require quieter input
combs.

1.2.3 Bandwidth limitations due to group-delay disper-
sion

The group-delay dispersion (GDD) of the enhancement cavity mirrors lim-
its the simultaneous optical bandwidth which can be in the cavity. This effect
is demonstrated in Fig. 1.5b), where the comb teeth and cavity resonances are
not all perfectly lined up. The frequency comb teeth are perfectly spaced by
frep but the cavity FSR only applies locally. The mirror coating GDD causes
the FSR to change as a function of the optical frequency, leading to walkoffs in
comb-cavity mode overlap. The sensitivity to the mirror GDD increases with
increasing cavity finesse, meaning that higher finesse cavities require lower
total GDD to enhance the same simultaneous bandwidth.

The effect of GDD also influences the design of the tunable spectrometer in
this dissertation. Typically, in modern transient absorption spectrometers, a
broadband probe pulse covering the entire visible spectral region is generated
via supercontinuum generation. The whole spectrum is then measured simul-
taneously with a frequency resolving detector, such as a grating spectrometer,
as a function of delay [24,34]. To cavity enhance such a broadband spectrum,
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the GDD of the cavity mirror coatings would need to be impossibly small.
When coupling a comb to the cavity, the two degrees of freedom of the comb
can be used to compensate for zeroth and first-order dispersion, therefore the
total round-trip phase shift, δ is dominated by group-delay dispersion which
takes the form [51]:

δ =
1

2
ψ2(ω − ω0)

2 = 2π2ψ2(∆ν)2 (1.7)

where ψ2 = ∂2ψ
∂ω2 is the total GDD of the mirror coatings evaluated at the cen-

tral frequency and ∆ν is the spectral bandwidth. For light in an enhancement
cavity, ignoring any wavelength-dependent reflectivity, the circulating inten-
sity, Ic, relative to the input intensity, I0, is proportional to the round-trip
phase shift via [49,69]:

Ic
I0
∝ 1

1 + 4(F/π)2 sin2(δ/2)
≈ 1

1 + 4π2F2ψ2
2∆ν4

. (1.8)

where the approximation assumes only small phase variation entirely due to
GDD. The maximum tolerable GDD to support a half width at half maximum
intracavity spectrum can be found by setting the right hand side to 1/2 and
solving for the required GDD:

ψ2 = (2πF∆ν2)−1. (1.9)

Assuming a frequency comb with a bandwidth of 240 Thz, and a cavity with
a finesse of 1000, the cavity mirrors would need to have a total GDD of less
than .01 fs2 which is not possible to manufacture with current technology
[70]. This forces the instrument to be tunable rather than simultaneously
broadband. For a more reasonable bandwidth of 2.2 THz, corresponding to
an approximately 200 fs transform-limited pulse, the cavity mirrors would
require a net GDD of less than 130 fs2 which is achievable with current mirror
coating technology. Therefore, we must record our transient absorption spectra
using sequential scans from narrowband probe pulses and combine the signals
between wavelengths. In this way, we record a spectrum with the same total
bandwidth of 240 THz, but constructed from many spectra each with ≈2.2
THz bandwidth.

Additionally, the walkoff in comb and cavity mode overlap leads to in-
creased amplitude noise on the intracavity light. For comb teeth that are not
centered on cavity modes, any frequency noise is turned into amplitude noise
by the slope of the cavity resonance. The effect of GDD is discussed more in
Chapter 4 and also in [69].

1.2.4 Cavity-enhanced transient absorption spectroscopy

Typically, the cavity enhancement of frequency combs is done to allow for
simultaneous broadband spectroscopy of gases [47, 54]. Here, we take advan-
tage of the fact that the stabilized comb in the enhancement cavity is still a
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1/FSR

Time delay

Figure 1.6: Simplified diagram of cavity-enhanced transient absorption spec-
troscopy. A gas phase sample is injected into the focus of an enhancement
cavity that is coupled to the probe frequency comb. A synchronized pump
pulse excites the sample and the cavity-enhanced probe signal is recorded as
a function of delay.

circling pulse train and can be used for ultrafast measurements. The overall
concept is shown in Fig. 1.6 in a simplified diagram. A gas-phase sample is
injected into the middle of an enhancement cavity via a molecular beam. A
frequency comb laser is coupled to the enhancement cavity which serves as the
probe in the transient absorption measurement. A time-synchronized pulse
is crossed through the molecular beam which excites a small fraction of the
molecules which the cavity-enhanced probe measures. In this way, the same
absorption enhancement factor of F/π applies the nonlinear pump/probe sig-
nal [30]. The signal enhancement can also be understood in terms of four-wave
mixing of frequency combs [71] More details on the actual spectrometer and
its performance are included in Chapter 5.
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Chapter 2

Er-doped fiber frequency combs
and dispersive wave broadening

2.1 Introduction and motivation

To perform spectroscopy, a light source is needed that matches a corre-
sponding electronic, vibrational, or rotational transition in the sample, i.e.
you need to tune the laser wavelength to be on resonance. Although the bulk
of the work discussed in this dissertation focuses on electronic excitations in
the near-to-mid UV(200 - 400 nm) and visible (400-700 nm) spectral ranges,
a major motivation for the cavity-enhanced ultrafast spectrometer is in the
mid-infrared (MIR). A scientific goal has been to perform two-dimensional
infrared (2DIR) spectroscopy of water clusters and other hydrogen bonded
systems [30, 71]. The linear absorption spectra of both (H2O)n and (D2O)n
clusters for n=2-6 was measured previously in a molecular beam using cavity
ring-down spectroscopy [72, 73]. The optical transitions of interest are in the
range of 3.1 to 4.2 µm. Generating light in this spectral region is nontrivial
even for conventional laser systems.

Due to the low sample density in molecular beams, the 2DIR measurement
must be cavity enhanced. As discussed in Chapter 1, cavity-enhanced ultrafast
spectroscopy uses frequency combs. Frequency comb technology is mature in
the near-infrared based on mode-locked fiber lasers with Yb- and Er-doped
gain media which operate around 1030 and 1550 nm, respectively [74, 75].
These wavelengths are far from the MIR spectroscopy goal, so we must use
nonlinear optics to generate light in more relevant spectral ranges. Addition-
ally, tunable frequency comb sources are generally useful both in spectroscopy
and time frequency transfer. Since an enhancement cavity converts optical
phase and frequency noise to amplitude noise [49], care must be taken to en-
sure not only that the initially generated comb is low noise but also that any
nonlinear frequency conversion does not add significant noise.

The enhancement cavity also places limits on the repetition rate of the
frequency comb. As discussed in Chapter 1, the cavity free spectral range is
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“Typical”
Ti:saph laser

Allison group fiber
frequency comb

Repetition rate 1-10 kHz 100 MHz
Average power 1-10 W 10 W
Energy per pulse 1 mJ 100 nJ
Pulse duration 30 fs 100 fs
Peak power 33 GW 1 MW

Table 2.1: Comparison of relevant laser parameters between a conventional
ultrafast laser and the frequency comb system described in this chapter.

c/ℓ, which must match the laser repetition rate. For a cavity with a reason-
able length of .5 to 5 meters, which will easily fit in vacuum chambers, the
corresponding laser repetition rate must be 600 to 60 MHz. Lower repeti-
tion rates reduce the duty cycle of the experiment and require long cavities
which are more difficult to stabilize for a given finesse due to the decreased
cavity linewidth described in Chapter 1. Higher repetition rates reduce the at-
tainable laser peak intensity, which makes driving nonlinear optical processes
more difficult. Here, we choose a 100 MHz repetition rate which is a middle
ground between the two extremes – with both reasonable peak intensities and
attainable noise constraints.

An electric field, E, in a medium induces a polarization density, P, pro-
portional to the incident field via:

P = ϵ0
[
χ(1)E + χ(2)EE + χ(3)EEE

]
(2.1)

Where χ(n) is the nth-order susceptibility tensors which are intrinsic to the
material. At low powers, P is linear with the input field which results in, for
a linear isotropic medium, the index of refraction, n =

√
(1 + χ(1)). For in-

creasing electric field strengths, the higher-order terms must be included which
lead to mixing of frequencies and the generation of new frequency components.
These nonlinear effects scale strongly with powers of the input electric field
strength, as can be seen in Eqn. (2.1). Second order effects, proportional to
χ(2) are responsible for the more commonly encountered nonlinear processes
such as second harmonic generation (SHG) and sum or difference frequency
generation (SFG, DFG). χ(2) is only present in materials which lack inversion
symmetry like BBO, LBO, and other common nonlinear crystals. χ(3), how-
ever, is present in all materials, including optical fibers, and is responsible for
several nonlinear effects such as self-focusing and self-phase modulation [76,77].
More details of the third order nonlinearities encountered in optical fibers will
be discussed below in section 2.2.

For most ultrafast spectroscopy labs, tuning the wavelength via nonlinear
optics is relatively easy due to high peak intensities of most conventional ul-
trafast lasers. A “typical” approach is to use a titanium-sapphire (Ti:saph)
laser and amplifier system generating mJ-level pulses at a repetition rate of
1-10 kHz resulting in GW peak powers [78]. For the work discussed in this
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Er:Fiber 
Oscillator EDFA

EDFA YDFA
HNLF Shift 
to 1060 nm

HNLF Shift to 
1300-1600 nm

signal

pump idler

ωidler

ωpump
ωsignal

PPLN

Figure 2.1: Overview of the laser system for mid-infrared frequency comb
generation. An Er:fiber oscillator seeds two Er-doped fiber amplifiers (EDFAs)
followed by nonlinear frequency shifting in fibers. One branch is shifted to 1060
nm and seeds a high-power Yb-doped fiber amplifier (YDFA) which serves as
pump while the other tunable arm is the signal for the difference-frequency
generation process. The two combs are sent into a nonlinear crystal where the
MIR idler light is generated as the frequency difference between pump and
signal.

dissertation, we use a 100 MHz repetition rate frequency comb laser, to be
described below, with a maximum of 100 nJ pulse energies and ∼ 1 MW peak
powers. For most of the fiber nonlinearities described below, this peak power
is significantly lower still. A summary of relevant laser parameters comparing
our system to a more typical laser used for ultrafast spectroscopy in physical
chemistry experiments is shown in Table 2.1.

Due to reduced peak intensities achievable with the 100 MHz comb, we
need to enhance nonlinear interactions to efficiently generate new frequencies.
The two main approaches to accomplish this are to multipass the nonlinear
medium with a resonant cavity or increase the interaction length via fiber
optics. This dissertation describes examples of both of these approaches, with
cavity-enhancement discussed in Chapter 3 in the form of an optical parametric
oscillator and fiber nonlinearities discussed below.

In addition to the previous constraints placed on the laser design, perform-
ing ultrafast spectroscopy measurements requires short, isolated pulses. For
the measurement goals in both the UV-vis and 2DIR cavity-enhanced spectro-
scopies, 100 fs pulse durations are sufficient. While fiber broadening optical
spectra is commonplace in frequency combs [79], the nonlinear broadening of
the original laser does not require a clean pulse in the time domain and often
the supercontinua generated are made up of several pulses generated via cas-
caded nonlinear processes [80]. However in our case, care must be taken to
ensure that isolated pulses are generated, which will be discussed in section
2.3.

As discussed above, a major goal of the laser system described in the
subsequent sections in this chapter is to generate mid-infrared frequency (MIR)
combs in the range of (at least) 3-5 µm. Our plan to accomplish MIR comb
generation with sufficient power is shown in Fig. 2.1. Starting from an Er:fiber
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oscillator, one branch is shifted to around 1060 nm with highly nonlinear
fibers and amplified in a Yb:fiber amplifier system to serve as a high power
pump in difference frequency (DFG) stage. A second output from the same
laser is shifted using similar highly nonlinear fibers to serve as a tunable NIR
signal laser. Then MIR light is generated using difference frequency generation
(DFG) between the NIR beams in a bulk crystal. In the DFG process, the
pump laser at ωpump amplifies the input signal beam at ωsignal and generates
an idler field at ωidler = ωpump − ωsignal. Due to power scaling limitations in
Er [81, 82], the pump light is ideally from an amplified Yb-fiber source near
1060 nm. For a pump wavelength near 1060 nm, the signal branch must be
tunable from ≈ 1300− 1650 nm to generate the required MIR idler range.

We initially considered two possible approaches for pump and tunable sig-
nal generation from the same starting laser oscillator. The first is to start
with a Yb-fiber oscillator and broaden to longer wavelengths. This approach
requires photonic crystal fibers (PCFs) with engineered dispersion. This ap-
proach has been explored before by several groups, who have reported large
phase noise on the Raman-shifted light [75,83–85]. Furthermore, the small-core
PCFs have lower optical damage threshold than step-index fibers, and we have
observed damage occuring in small-core PCFs pumped at 1 micron in other
applications. The second approach utilizes an Er:fiber oscillator followed by
dispersive-wave broadening in step-index highly nonlinear fiber [86, 87]. This
technique is unique to Er lasers due to the group velocity dispersion in op-
tical fibers being anomalous at 1550 nm, enabling soliton formation which
will be discussed below. Additionally, this wavelength band overlaps with the
telecom industry, enabling cheaper, more available, and better performing op-
tical fiber components and more robust infrastructure. We’ve selected this
latter approach, as illustrated in Fig. 2.1, and below I will briefly describe
the nonlinear optical physics of the broadening mechanism followed by the
experimental realization. While the total MIR comb system has not yet been
realized, the DFG pump laser and progress towards the tunable signal comb
will be discussed.

2.2 Fiber nonlinear optics background

Optical fibers enhance nonlinear optical effects by guiding high-intensity
light with a constant, small spot size. In this section I will provide a back-
ground on the nonlinear effects which occur predominantly in optical fibers and
lead to dispersive-wave broadening. This discussion follows the framework of
Agrawal’s [76] and Weiner’s [51] textbooks, and builds off of work from the
groups of Scott Diddams and Alfred Leitenstorfer, among others. For more
background on the development, refer to the dissertations of Gabriel Ycas [88]
and Daniel Maser [89].

For an optical pulse in an optical fiber, the electric field can be written,
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under the slowly varying envelope approximation, as

E(r, t) =
1

2
ϵ̂ [F (x, y)A(z, t)exp(i(β0z − ω0t)) + c.c] (2.2)

where ϵ̂ is the polarization vector, F (x, y) governs spatial mode profile of the
beam, A(z, t) is the pulse envelope in the time domain at a distance z along
the fiber, and the exponential term carries information about the oscillatory
field at frequency, ω0, with β = n(ω0)ω0/c and c.c is the complex conjugate.
For most of the effects discussed in this section, working with just the slowly
varying envelope, A(z, t), is sufficient. In general, while propagating down a
fiber, A(z, t) is governed by the general pulse propagation equation:

∂A(z, t)

∂z
=

[
D̂ + N̂

]
A(z, t), (2.3)

where D̂ represents all dispersion terms and N̂ , all nonlinear terms. The actual
forms of each term will be introduced below for specific dispersive and nonlin-
ear interactions. The interplay of dispersion and nonlinearities sets the limits
on spectral broadening, shifting, and supercontinuum generation. Although
dispersion and nonlinearities both occur in the time domain as the pulse prop-
agates, numerical approaches to solving Eqn. (2.3) apply the dispersion terms
in the frequency domain via a split-step approach [90]. All simulated figures
of nonlinear interactions included in this chapter were generated using the
PYNLO software package [91].

2.2.1 Dispersion

For light propagating through a material, the input accumulates a frequency-
dependent phase due to material dispersion of the form:

Aout(ω − ω0) = Ain(ω − ω0)e
i(β(ω)−β0)L (2.4)

where β = n(ω)ω/c + ∆βω, with n(ω) the index of refraction and ∆β the
waveguide dispersion caused by the tight confinement of the field in the optical
fiber. L is the length of the nonlinear medium which, in this case, is the fiber
length. Typically, β is Taylor expanded around a central carrier frequency, ω0,

β(ω) = β0 + β1(ω − ω0) +
1

2
β2(ω − ω0)

2 +
1

6
β3(ω − ω0)

3 + ..., (2.5)

where βn = ∂nβ
∂ωn |ω0 is the nth-order dispersion term. β0 is responsible for phase

velocity and β1 the group velocity [92]. By Fourier transforming to the time
domain the effect of dispersion can also be rewritten as

D̂ = −
∑
n=1

βn
in+1

n!

∂n

∂tn
. (2.6)
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which can be inserted into Eqn. (2.3).
For optical pulses, dispersion terms beyond the first order (n ≥ 2) con-

tribute to temporal broadening or compression. The second order term is
typically the dominant effect and is called group velocity dispersion (GVD).
Positive GVD is more common in materials in the visible and near infrared
spectral ranges and is called “normal dispersion.” This corresponds to lower
frequencies having a higher group velocity than higher frequencies in the mate-
rial (“red faster than blue”). Negative GVD is called “anomalous dispersion”
which results in higher frequencies having higher group velocities (“blue faster
than red”). Fused silica, the dominant material of optical fibers, has anoma-
lous dispersion for near-infrared wavelengths longer than approximately 1310
nm. The effects of GVD, and higher orders, are linear and therefore additive.
This means a pulse broadened by dispersion can be compressed again with the
opposite sign of dispersion.

2.2.2 Self phase modulation

As discussed in the introduction above, there are no second-order nonlin-
ear optical interactions in materials with inversion symmetry. Therefore, the
lowest-order nonlinearities in optical fibers are third-order and proportional to
χ(3). One of the most important third-order interactions is self phase modu-
lation (SPM) [93], where the refractive index is dependent on the intensity, I,
via:

ñ(I) = n+ n2I. (2.7)

where n2 is a the second-order nonlinear index, a material property propor-
tional to χ(3).

For a pulse, the time-dependent intensity leads to a time-dependent ñ and,
therefore, a time-dependent phase shift across the pulse:

ϕ(t) = ñ(I)k0L− ωt (2.8)

Since frequency is the derivative of phase, the instantaneous frequency
varies across the envelope of the pulse:

ω(t) = −∂ϕ
∂t

= ω0 −
dñ(I)

dt
k0L = ω0 − n2

dI

dt
k0L. (2.9)

where the negative sign comes from the phase convention defined in Eqn.
(2.2). For an optical pulse, dI

dt
is asymmetric – positive on the rising edge

and negative on the falling edge. This results in the generation of new, lower
frequency (red) components being generated at the beginning of the pulse
and new higher frequency (blue) components being generated at the back of
the pulse. As this process continues, the derivative nature of the broadening
causes spectral “wings” to form on the edges of the pulse with no broadening
occurring in the middle of the pulse, where dI

dt
= 0. In the high power or long
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Figure 2.2: Simulated spectral broadening due to SPM for various input pulse
energies, neglecting dispersion. The fiber length is fixed at 2 cm, γ = 5 (W
km)−1, and the pulse duration is 100 fs FWHM.

interaction length limit, this process can cascade and form a broad, modulated
spectrum as shown in Fig. 2.2 simulated for a variety of input pulse powers.

Typically for fibers and other waveguides, rather than use n2 and I, the
nonlinear parameter, γ is used:

γ =
k0n2

Aeff
(2.10)

where Aeff = πw2, the effective mode area of the light in the fiber, with w the
1/e2 radius in the Gaussian approximation to the TEM00 fiber mode [76]. For
a typical telecom-style optical fiber, γ ≈ 1(w km)−1. Using this convention,
SPM can be written in the form of

N̂SPM = iγ|A|2, (2.11)

to be inserted in Eqn. (2.3).

2.2.3 Stimulated Raman scattering

Most nonlinear optical interactions are parametric meaning no energy is
lost to the material. This is not the case for Raman scattering, where light
propagating in a material excites low-frequency molecular vibrations [94]. The
vibrational energy is subtracted from the input light which results in a lower
frequency red-shifted field. The input “pump” beam generates the lower fre-
quency, labeled as “stokes” beam which can be continuously and coherently
amplified by the pump beam [95]. For a femtosecond pulse of light with a
broadband spectrum, the bluer edge of the spectrum can act as a pump which
amplifies the red edge of the spectrum and can lead to an overall redshift of
the pulse. This technique has been used widely in Raman lasers [96,97] as well
as a spectroscopic probe for vibrational spectra [98,99].
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At the fundamental level, Raman scattering is quite complicated and be-
yond the scope of the current discussion. In general terms, the absorption of
the Raman pump occurs over the duration of the pulse and the emission of
the stokes light can be delayed [100]. To include the delayed nature of Raman
scattering, a nonlinear response function R(t), of the form

R(t) = (1− fR)δ(t) + fRhR(t), (2.12)

must be used with fR a constant less than 1 which determines the fractional
contribution of the Raman response and hR(t) the material’s Raman response
function. The prompt term proportional to δ(t) is the electronic contribution
with negligible delay which is responsible for instantaneous nonlinearities like
SPM. The nuclear contribution hR(t) includes the effect of vibrations persist-
ing for 100s of femtoseconds after Raman excitation. To include the delayed
response, the response function must be convolved with the pulse envelope.
The total nonlinear contribution, N̂ which still includes the effects of SPM
above, is now [101]

N̂ = iγ

(
1 + i

1

ω0

∂

∂t

)(∫ ∞

0

R(t′)|A(z, t− t′)|2dt′
)

(2.13)

The derivative term in Eqn. (2.13) is the result of including higher-order
terms in the overall third-order nonlinear polarization shown in Eqn. 2.1 which
is necessary for capturing the time delayed Raman response. One side effect
of the new derivative term in Eqn. (2.13) is the inclusion of self-steepening, a
higher-order correction to SPM which leads to an intensity-dependent group
velocity. For more information on this derivation or any of the other discussions
in this section, see [76] and all the references therein.

2.2.4 Solitons and dispersive waves

The lowest order dispersive and nonlinear effects most strongly affecting
pulses in optical fibers are GVD and SPM, respectively, as described above.
Eqn. (2.3) including only these effects becomes the nonlinear Schrödinger equa-
tion:

∂A(z, t)

∂z
= −iβ2

∂2A

∂t2
+ iγ|A|2A (2.14)

For negative β2, meaning the material has anomalous dispersion, the effects
of SPM and GVD can cancel out for certain pulse shapes and powers. This is
because, as described above, SPM generates new red components on the front
of the pulse and new blue frequencies on the back which broadens the pulse in
frequency and time. For negative GVD, blue components have higher group
velocity than red, which can effectively cancel out any temporal changes due
to SPM and negate the spectral broadening.

These stable pulses are called solitons, and are solutions to Eqn. (2.14)
which take the form of hyperbolic secants:

A(0, t) =
√
P0sech(t/T0), (2.15)
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Figure 2.3: Simulated soliton evolution in a nonlinear fiber shown in both the
time and frequency domains. a) and b) show an N=1 soliton which remains
constant in time and frequency. c) and d) show an N=3 soliton which is peri-
odic in time and frequency. Simulation parameters: center wavelength=1550
nm, β2 = -7.26 ps2/km, T0 = 40 fs, γ=10.5 (W km)−1

where T0 is the pulse width (FWHM = 1.76T0) and P0 is the required power
for a soliton of order N to form:

P0 = N2 |β2|
γT 2

0

, [] (2.16)

with gamma defined in Eqn. (2.10).
The fundamental (N=1) soliton, simulated in Fig. 2.3a) and b), is constant

in time and frequency down the length of the fiber. For higher-order (N >1)
solitons, SPM and GVD are in competition which leads to periodic evolution
of the pulse in time and frequency. Figures 2.3c) and d) show a simulated
N = 3 soliton in the same fiber as Fig. 2.3a) and b). The pulse expands and
contracts rapidly and symmetrically in both time and frequency as the pulse
propagates along the fiber such that the pulse at the z = 0.35 m matches the
input at z = 0. This pattern continues down the entire length of the fiber. If a
pulse does not meet the power requirements of an exact integer soliton order,
it will behave like the nearest integer N, found by rearranging Eqn. (2.16) to:

N =

(
γP0T

2
0

|β2|

)1/2

(2.17)

The preceding discussion assumed only lowest-order dispersive and non-
linear interactions. In realistic optical fibers, both higher-order dispersion
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Figure 2.4: Simulated pulse evolution of an N = 3 soliton in a nonlinear fiber
including all dispersive and nonlinear effects discussed. The dispersive wave is
generated around 0.1 m and is observable in time as the modulated side feature
which trails the main pulse and in the frequency domain as the blue-shifted
line near ∆νT0 = +3. Simulation parameters: center wavelength=1550 nm,
β2 = -7.26 ps2/km, β3 = 0.056 ps3/km, T0 = 40 fs, γ = 10.5 (W km)−1.

terms and nonlinear effects like self steepening and Raman scattering must
be included. These effects perturb the “perfect” soliton and can cause it to
undergo additional nonlinear processes. For higher-order solitons, these effects
can cause the soliton to break up into the lower-order solitons. Raman scat-
tering can also take place within the solition as described above and cause it
to red shift while still retaining its solitonic nature.

Additionally, a soliton perturbed by higher order dispersion or nonlinear
effects can “shed” some energy in the form of a dispersive wave. This dispersive
wave is a phase-matched pulse that occurs in the normal dispersion regime of
the optical fiber, typically at higher frequency. Phase matching occurs for a
frequency with an identical phase velocity to the soliton. Energy is transferred
from the soliton to the dispersive wave via cascaded four-wave mixing with the
intermediate mixing steps not necessarily phase matched [102].

A more realistic picture of an approximately N=3 soliton pulse propagating
in a nonlinear fiber is shown as a simulation in Fig. 2.4. The breakup in the
time domain and modulation in the frequency domain after the first 0.1 m
of fiber is indicative of soliton fission. The dispersive wave is the weaker,
modulated pulse which breaks off from the main pulse at around 0.1 m in Fig.
2.4. The dispersive wave lags behind the soliton because it typically has lower
group velocity. In the frequency domain, the dispersive wave is observable
around δνT0 = +3 in Fig. 2.4b). As the pulse continues to propagate, the
fissioned solitons will shift to longer wavelengths due to Raman scattering.
For dispersion profiles in silica fibers, the red shifting soliton will phase match
to a blue shifting dispersive wave. More information on the complex and
fascinating physics of solitons and dispersive waves can be found in [76]. By
tuning the pulse duration and/or input power, the center wavelength of the
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Figure 2.5: Overview of high power, Yb-fiber amplified pump beam. Starting
with an Er:fiber oscillator, the light is first nonlinearly amplified in an Er-doped
fiber amplifier (EDFA), shifted to around 1060 nm in a highly nonlinear fiber
(HNLF), and then amplified in two Yb-doped fiber amplifier stages. BPF:Band
pass filter, LPF:Low pass filter.

soliton and dispersive wave can be controlled. Here, we exploit this effect for
the generation of tunable NIR frequency combs starting at 1550 nm.

2.3 Experimental realization

As discussed in the introduction above, a goal of the laser platform is to
generate tunable and broadband MIR frequency combs. In order to perform
cavity-enhanced ultrafast spectroscopies, these combs require low phase noise
and must have isolated ≈ 100 fs pulse durations at a 100 MHz repetition rate.
To accomplish this goal, we developed a tunable NIR system based on an Er-
doped fiber laser frequency comb operating near 1550 nm. In the future, MIR
combs will be generated via DFG between a dispersive-wave-shifted, high-
power pump comb at 1060 nm and a tunable NIR signal laser, both generated
from the same oscillator, as shown in Fig. 2.1.

2.3.1 1060 nm pump branch

The overall scheme for the generation of the high-power 1060 nm pump
comb is shown in Fig. 2.5. The reason for centering this laser at 1060 nm
rather than the Yb gain maximum of 1030 nm is because Yb-based lasers and
amplifiers support wider bandwidths and, therefore, shorter pulse durations
when operating at 1060 nm [103,104].

The initial comb is generated in a commercial Er-doped fiber oscillator
from Menlo Systems with an all polarization-maintaining (PM), “Figure 9”
design [105–108]. Most of the laser system is made with PM fiber to reduce
polarization noise and be less sensitive to environmental fluctuations [108,109].
At 1550 nm, most standard telecom optical fiber has anomalous GVD meaning
that solitons can form if the conditions described in Eqns. 2.15 and 2.16 are
met.

The oscillator is followed by an optical isolator to protect against stray
back reflections and a fiber-based band pass filter (BPF) with a width of ≈ 12
nm at a center wavelength of 1550 nm. The BPF “cleans up” the spectrum
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of the initial laser, leading to a more symmetric pulse in time and frequency
which undergoes nonlinear broadening in a more controlled manner and is less
sensitive to fiber lengths before amplification [89, 110]. The filtered spectrum
is shown in Fig. 2.6b) labeled “input” and the power is 6 mW.

After filtering, the pulse is amplified in a home-built nonlinear Er-doped
fiber amplifier (EDFA) as shown in Fig. 2.5, and schematically in Fig. 2.6a).
The nonlinear nature of the EDFA is easily observable by the dramatic spec-
trum changes between the input and output shown in Fig. 2.6b). The gain
medium is 2.5 m of nLIGHT LIEKKI Er80-4/125-HD-PM which has normal
dispersion at 1550 nm due to the reduced core size of the fiber. The EDFA
is core-pumped by 4 grating-stabilized 976 nm pump diodes with linearly po-
larized outputs and PM fiber pigtails, each with ≈ 750 mW of power at 1200
mA of drive current. The diodes are combined in pairs via fused fiber po-
larization beam combiners (“PM combiners” shown in Fig. 2.6) (Gooch and
Housego FFP-5M3180G10) with one diode on each polarization axis of the
output fiber. These diode pairs are then coupled to the gain fiber in both
directions – counter- and co-propagating with the input comb light via wave-
length division multiplexers (WDMs) which act as fiber-based dichroic beam
splitters.

The goal of the EDFA is both to increase the power and decrease the pulse
duration of the input pulse. The main experimental “knob” to optimize the
pulse duration is the output fiber length. Since the gain fiber in the EDFA
is normal GVD, the pulse undergoes SPM spectral broadening and increases
in pulse duration while being amplified. The signature of SPM can be seen
in the modulated central portion of the output spectrum shown in Fig. 2.6b).
The standard PM-1550 fiber after the gain fiber has anomalous dispersion,
which will compensate both for the positive GVD of the gain fiber and the
positively chirped SPM-generated new frequency components. As the pulse
gets shorter in the output fiber, additional SPM broadening occurs as well as
soliton formation. Too much compression fiber on the output can lead to pulse
breakup and soliton fission.

From a practical standpoint, the output pulse from the EDFA is optimized
by measuring pulse durations as a function of output fiber length until the
shortest pulse width is found. Fiber mating adapters (FC/APC) are used for
all connections to the EDFA to facilitate quick length adjustments. The pulse
duration is measured using a home-built, all-reflective, split-mirror autocor-
relator [111, 112]. The all-reflective design, including reflective focusing, was
chosen to avoid chromatic effects in transmission optics operating across the
broad bandwidth of the output spectrum shown in Fig. 2.6b). The nonlin-
ear autocorrelation signal is recorded in a home-built 2-photon photodetector
using an amplified, reverse-biased GaAs LED. This photodetector has a non-
linear response in the range of 1200 to 1700 nm. The optimized output pulse
interferometric autocorrelation is shown in Fig. 2.6c). The autocorrelation
trace shown is Fourier filtered to only the oscillatory portion of the output of
the split-mirror autocorrelator to be less sensitive to alignment [112].
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PM
combiner

WDM

Figure 2.6: Erbium doped fiber amplifier (EDFA) design and performance.
a)Schematic layout of the EDFA. The blue fiber is polarization-maintaining
passive fiber. Red fiber is Er-doped gain fiber: 1.5 m nLIGHT LIEKKI Er80-
4/125-HD-PM. The amplifier is pumped by two 750 mW, 976 nm pump diodes
each in both the counter- and co-propagating directions. WDM: wavelength
division multiplexer (AFW Technologies WDM-PM-1598-L-5-0-1W). b) EDFA
input and output spectra displaying the nonlinearity. Input power is 6 mW.
Output power is 350 mW. c) Interferometric autocorrelation trace of optimized
output pulse. FWHM duration is 45 fs.
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Figure 2.7: HNLF output spectrum displaying the soliton at ≈2100 nm and
dispersive wave at ≈1070 nm.

The shortest pulse attained from the EDFA, shown in Fig. 2.6b) and c),
is approximately 45 fs in duration (FWHM) with an average power of 350
mW. The broader “pedestal” around the central pulse is sufficiently low in
intensity to not participate substantially in further nonlinear broadening. This
pulse required approximately 80 cm of PM-1550 fiber to compress after the
gain fiber, with 45 cm included inside the boxed EDFA components and the
other 35 cm connected to the outside. The output pulse duration is largely
insensitive to the input fiber length prior to the EDFA, which is 1.5 m for
the current case. Typically, the ideal pulse from this EDFA design has a
spectrum similar to the output Fig. 2.6b). The reddest portion near 1610 nm
is indicative of soliton formation, which can be confirmed by increasing the
fiber length after the EDFA. With more fiber after the EDFA, this portion
will redshift in frequency and the pulse in the time domain will develop side
pulses with the central pulse remaining roughly constant in width [88].

After amplification, a small piece of highly-nonlinear fiber (HNLF) is spliced
to the EDFA output to shift the light to 1060 nm for seeding Yb-doped fiber
amplifiers, as shown in Fig. 2.5. The HNLF is PM and has a reduced core size
of ∼ 4µm in diameter vs. the standard PM-1550 fiber’s ∼ 12µm core. This
increases the nonlinear parameter, γ, defined by Eqn. (2.10), to approximately
10.5 (W km)−1. Through dispersion engineering and doping, the GVD of the
HNLF remains anomalous with β2 = −7.26 ps2/km (D = 5.7 ps/nm/km) at
1550 nm, allowing for soliton formation and dispersive wave generation. To
reduce losses, the HNLF is spliced directly to the optimized length of output
fiber after the EDFA and connectorized for free space collimation. The pulse
entering the HNLF has a soliton number of 11.2. The HNLF length is kept
short at 4 cm to avoid soliton fission and the generation of multiple dispersive
waves. This length was selected with the assistance of simulations using the
optimized EDFA pulse as input.

An example measured HNLF ouput spectrum is shown in Fig. 2.7. This
spectrum was recorded with a different Er:fiber oscillator than the rest of
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Figure 2.8: Yb-doped fiber amplifier (YDFA) design and performance. a)
Schematic layout of the YDFA. The blue fiber is polarization-maintaining
passive fiber. Red fiber is Yb-doped gain fiber: 2.85 m nLIGHT LIEKKI
Yb300-6/125-PM. The amplifier is pumped with 1 copropagating 400 mW
976 nm pump diode via a wavelength division multiplexer (WDM). The ad-
ditional WDM protects the pump diode from amplified spontaneous emission
and back reflections. The photodetector (PD) is used to monitor input power
for interlock purposes. b) Input ad output spectrum. The modulation on the
input spectrum is due to the low pass filter (shown in Fig. 2.5) mirror coating.
Input power is 4 mW. Output power is 130 mW.
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Figure 2.9: Optical heterodyne beat note measurement at 10 kHz resolution
bandwidth between amplified dispersive wave and NPRO Nd:YAG laser. 100
MHz tone is comb repetition rate. Beat notes at 30 and 70 MHz represent
heterodyne mixing of Nd:YAG with the nearest comb teeth. Beat note starts
to collapse at 10 kHz resolution bandwidth.

the data shown here and the optimized output pulse from the EDFA was
slightly shorter (≈ 35 fs FWHM), resulting in highly efficient dispersive wave
generation. This ideal HNLF performance was never fully recreated with later
systems. The portion centered around 2100 nm is the red shifted soliton which
initially formed closer to 1700 nm as in Fig. 2.6b). The soliton is phase matched
to the dispersive wave on the blue edge of the spectrum, centered around 1070
nm. The spectrum achieved for daily operation seeding the YDFAs, after
filtering is shown in Fig. 2.8b).

To drive nonlinear processes, the power of 1060 nm pump laser is increased
via a two-stage Yb:fiber amplifier as shown in Fig. 2.5. First a core-pumped
Yb-doped fiber amplifier (YDFA) which acts as a preamplifier for a high-power,
cladding-pumped chirped pulse amplifier (CPA) previously described in [113].

Prior to amplification, the HNLF spectrum is sent through a dichroic low-
pass filter (LPF) as shown in Fig. 2.5. The transmitted light below 1100 nm is
shown in Fig. 2.8b) labeled “input”. The modulation on the long wavelength
side of the spectrum is due to the transmission coating curve of the dichroic
filter and does not affect laser performance since it is not within the Yb gain
bandwidth [114]. Filtering in free-space avoids further nonlinear effects in
fibers before the YDFA. Before coupling back into the fiber, the total power
in this spectral region is approximately 20 mW. An isolator and fiber-based
polarizer are placed before the YDFA. After coupling and insertion losses, the
total power at the YDFA input is approximately 4 mW measured at the 1%
tap indicated on Fig. 2.8.

The design of the YDFA is shown in Fig. 2.8a). The gain fiber is 2.85
m of nLIGHT LIEKKI Yb300-6/125-PM. This fiber was selected due to its
resistance to failure via photodarkening [115, 116], which affected the perfor-
mance of several previous amplifier designs. The amplifier is pumped with
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one grating-stabilized 976 nm diode in the forward, copropogating direction
via a fused WDM. An additional WDM is placed upstream in the pump line
to further isolate the 1060 nm light from the amplifier pump light in order to
protect the diode from backreflections. All fiber connections are fusion spliced
to avoid connector damage which occurs more often in Yb lasers and can lead
to YDFA failure. The output power of the amplifier is 130 mW for ≈400 mW
of pump power (630 mA) and the output spectrum is shown in Fig. 2.8b).
Due to gain narrowing effects in the amplifier [117], the output spectrum is
drastically changed compared to the input.

To verify the phase noise properties of the dispersive wave, we performed
a beat note measurement between the YDFA output and an ultralow noise cw
NPRO Nd:YAG laser at 1064 nm, shown in Fig. 2.9 at a resolution bandwidth
of 10 kHz. The lasers are combined in a fiber beamsplitter and the output sent
to a fast photodiode and read out with an RF spectrum analyzer. The spike
at 100 MHz is the repetition rate of the frequency comb. The other tones at
≈ 30 and ≈ 70 MHz are the free-running heterodyne beat frequencies between
the YAG and the two nearest comb teeth. By measuring the height of these
peaks as a function of spectrum analyzer resolution bandwidth, the comb tooth
linewidth can be estimated relative to the Nd:YAG which has a linewidth of
≈ 3 kHz. The beat note amplitude decreases at the resolution bandwidth of
10 kHz, giving a rough estimate of the comb tooth linewidth of about 10 kHz.
For a 100 MHz cavity with a finesse of 1000, the cavity linewidth is 100 kHz,
therefore the frequency comb teeth are sufficiently narrow for comb-cavity
coupling.

The Yb-fiber CPA, described in [113], is designed for operation around
1060 nm. A filtering mirror between amplifier stages selects only the long
wavelength tail of the YDFA preamp output spectrum shown in Fig. 2.8b) to
seed the Yb-fiber CPA. The filtered input spectrum is shown in Fig. 2.10a).
The total input power is 25 mW. The amplifier stage consists of a Yb-doped
large mode area photonic crystal fiber pumped with 30 W of 915 nm pump
diode [113]. The free-space compression gratings after amplification reshape
the spectrum a small amount due to grating efficiency, resulting in the output
spectrum shown in Fig. 2.10a). The total power after compression is 11.8 W.
The output pulse, measured with an inensity autocorrelator, is shown in Fig.
2.10b). The FWHM pulse duration retrieved from the autocorrelation is 120
fs.

2.3.2 Tunable seed branches for mid-infrared combs

To generate the tunable NIR signal combs to seed the MIR DFG pro-
cess as shown in Fig. 2.1, a second EDFA and HNLF setup is built similar
to the one described above. For this branch, the HNLF has a dispersion of
β2 = −2.93 ps2/km (2.3 ps/nm/km) at 1550 nm which moves the zero dis-
persion wavelength closer to 1500 nm. This facilitates the formation of redder
dispersive waves, due to the phase matching condition for dispersive wave gen-
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Figure 2.10: Yb-doped CPA performance. a) Input and output spectra. Input
is measured immediately before PCF amplifier, input power is 25 mW. Output
is measured following grating compresor, output power is 11.8 W. b.) Output
intensity autocorrelation, demonstrating a pulse duration of 120 fs.

29



1000 1100 1200 1300 1400 1500
Wavelength [nm]

0.0

0.1

0.2

0.3

In
te

ns
ity

 [a
rb

]

2.1 W pump
2.3 W pump
2.5 W pump

Figure 2.11: Output spectrum of the tunable EDFA/HNLF signal branch.
Dispersive wave shifts to shorter wavelengths for increasing pump power. See
text for details.

eration which requires normal dispersion at the wavelength of the dispersive
wave [118].

The output spectrum of the tunable NIR EDFA/HNLF branch is shown
in Fig. 2.11 as a function of total EDFA pump power. For optimized EDFA
conditions, increasing the EDFA pump power increases the amount of SPM
broadening which occurs in the amplifier which, decreases the attainable out-
put pulse duration. For a shorter input pulse, soliton formation happens earlier
in the HNLF which leads to larger accumulated Raman shift and a more blue-
shifted dispersive wave, as discussed above. Tuning this way has also been
accomplished by applying a frequency chirp to the input pulse [119].

2.4 Conclusion and outlook

In this chapter I described a scheme for tunable frequency comb generation
including the challenges imposed by high repetition rate nonlinear optics, an
overview of the nonlinear processes involved, and a detailed description of the
experimental implementation. The tunable platform is enabled by Er:fiber
technology and dispersive wave generation and produces frequency combs with
low phase noise and isolated pulses at a 100 MHz repetition rate which satisfies
the requirements of cavity-enhanced ultrafast spectroscopy.

In addition to the setup described above, care also was taken to ensure
stability and repeatability of the whole laser system. A home-built, FPGA-
enabled safety interlock system protects both the laser and amplifiers from
seed failures. Also, a custom laser control software makes the complex system
essentially turnkey and the 1060 nm pump laser has been in continuous daily
operation for nearly 5 years.

The original motivation for the tunable comb scheme was for gas-phase
2DIR of hydrogen-bond networks. For more progress in this direction, see
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[120]. This application is not be realized in this dissertation, but there are nu-
merous other uses for this comb platform in linear and nonlinear spectroscopy
as well as time and frequency transfer. The 1060 nm comb described above has
sufficient power and pulse duration to drive further nonlinear frequency gener-
ation other than DFG. The second harmonic of this comb is used as the pump
for generation of tunable visible frequency combs to be described in Chapter
3 and the third and fourth harmonics of this comb serve as the pump laser in
the broadband UV/Vis cavity-enhanced transient absorption spectrometer de-
scribed in Chapter 5. Additionally, the nonlinear EDFA described above has
been used with a normal dispersion HNLF to generate broadband NIR fre-
quency combs with ultrashort ≈ 10 fs compressed pulse durations [121, 122].
These high intensity pulses were then used for low-power broadband MIR
generation via intrapulse DFG in the range of 3-12 µm and broadband linear
spectroscopy experiments [121,122]
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Chapter 3

Tunable visible frequency comb
generation

This chapter contains a reproduction of our publication Tunable visible fre-
quency combs from a yb-fiber-laser-pumped optical parametric oscillator, Yun-
ing Chen and Myles C. Silfies, Grzegorz Kowzan, Jose Miguel Bautista, and
Thomas K. Allison, Applied Physics B, 125(5):81, (2019) [3], with the permis-
sion of Springer Nature.

3.1 Introduction

Frequency comb lasers have achieved tremendous success in many applica-
tions, at many different wavelengths [53, 121, 123–125]. In metrology applica-
tions where a frequency comb is used to measure the frequency of a continuous
wave laser or calibrate a spectrograph, supercontinuum generation in highly
nonlinear fibers (HNLF) usually provides sufficient power at the wavelength
to be measured. For applications in which the frequency comb is used to
interact with atoms and molecules directly, i.e. “Direct-frequency comb spec-
troscopy” (DFCS) [46,54,65], higher spectral brightness than is available from
fiber supercontinua is desired. Thus, the generation of tunable or broadband
high-power frequency combs has recently been a subject of intense study, par-
ticularly in the mid- and long-wave infrared [121,126–133].

In this chapter, we address the problem of tunable visible frequency comb
generation, which has received somewhat less attention. Our target application
is widely tunable cavity-enhanced ultrafast transient absorption spectroscopy
(CE-TAS), recently demonstrated at one wavelength by our research group
[30]. A tunable CE-TAS system operating in the visible can record the ultrafast
dynamics of electronically excited jet-cooled molecules [134], clusters [135],
and radicals [136] in the same way that conventional ultrafast spectrometers
routinely exploit this spectral region to study the dynamics of condensed-phase
samples [32]. This is a demanding application, requiring high powers (> 10
mW), short pulses, control over the comb’s carrier-envelope offset frequency

32



(f0), low optical phase noise, and a wide tuning range due to the broad spectral
features inherent to molecules undergoing ultrafast dynamics. A robust fiber-
based backbone, requiring minimal maintenance, is also desired due to the
complexity of the downstream experiment.

Previous work has reported the achievement of subsets of this list. Dou-
bling the tunable dispersive waves from an Er:fiber laser pumped HNLF in
a periodically-poled lithium niobate crystal (PPLN), Moutzouris et al. [137]
demonstrated multi-millliwatt tunable comb generation at 108 MHz repetition
rate. However, the pulse durations were long (300-1000 fs) and the tuning
range only extended down to 520 nm. In another example, using a series of
HNLFs pumped with 1020 nm laser pulses, Tu et al. [138] demonstrated disper-
sive wave generation in the spectral range of 347 - 680 nm. This covered nearly
the entire visible with average powers of 1-9 mW, but to cover the whole tuning
range, 7 different HNLFs were required, necessitating replacing the fiber and
realigning the system to change wavelength. Using fiber-laser-pumped syn-
chronously pumped optical parametric oscillators (SPOPO), widely tunable
combs with larger average powers [139,140] and shorter pulses [141] have been
achieved. Some work has explored intracavity doubling and sum frequency
generation for tunable visible and UV comb generation [142–145]. However,
these previous fiber-laser-pumped SPOPOs have only demonstrated coverage
of small portions of the visible spectrum. SPOPOs pumped by the second
harmonic of Ti:Sapphire lasers have achieved impressive tuning ranges [146]
covering nearly the entire visible with the signal beam alone. Such combs can
in principle be well stabilized [147], but still require managing the drawbacks of
the Ti:Sapphire pump comb compared to fiber lasers, namely greater expense,
higher maintenance, and faster f0 drifts when not actively stabilized.

In this chapter, we report the development of a Yb-fiber-laser-pumped
singly-resonant SPOPO delivering short pulses, high-power, and low optical
phase noise throughout the visible spectral range. The OPO cavity is designed
to intracavity double both the signal and idler beams using a single BBO
crystal, and also utilize the collinear and co-polarized pump comb. In this
way, nearly continuous tuning over the range of 420-700 nm (> 9000 cm−1) is
achieved with only small gaps near OPO degeneracy, where signal and idler
wavelengths are equal. Frequency locking of all three collinearly outcoupled
combs (pump, doubled signal, and doubled idler) to a ∼100 kHz linewidth
femtosecond enhancement cavity [148] facilitates direct comparison of their
optical phase noise and phase modulation transfer functions. We find that the
phase relations established for singly resonant OPOs [149, 150] cause phase
modulation to be transferred nearly completely from the pump to the non-
resonant idler. More precisely, the phase modulation of the pump acts on
the resonant signal comb with a fixed point [75, 151] near the signal comb
optical carrier frequency. This has important consequences for the noise and
stabilization of the combs.

While our target application has been widely tunable CE-TAS, this work
can also be useful to researchers working on more conventional ultrafast spec-
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Figure 3.1: Schematic of the synchronously pumped optical parametric oscil-
lator. A frequency comb laser centered at 1070 nm is frequency doubled in an
LBO crystal to 535 nm, providing the pump for the OPO. The tunable visible
light is generated by frequency doubling both the signal and idler. Mirror M5
collimates the visible light and M6 couples the light out of the cavity. L1, L2:
focal length = 10 cm; HS: harmonic separator; HR: high reflector; HWP: half
waveplate; L3: focal length = 15 cm; M: mirror. More details in the main
text.

troscopy, high-resolution multidimensional spectroscopy [152], visible dual-
comb spectroscopy [153], ultrafast nonlinear microscopy [154, 155], and re-
searchers working on the stabilization of OPOs in general [149].

3.2 Experimental setup

The optical layout of the OPO is shown in Fig. 3.1. In our laser, the
pump comb is initially derived from an Er:fiber oscillator (Menlo Systems
Ultra Low Noise variant), shifted to 1.07 µm using a short highly nonlinear
fiber as described in Chapter 2 [87]. However this detail is not a critical to
the results reported here. The pump can be derived from any low-noise comb
operating around 1 µm suitable for amplification in Yb:fiber, for example the
oscillators described in [113]. In the current setup, the shifted Er:fiber comb
is amplified in the large-mode area Yb-doped photonic crystal fiber amplifier
previously described in [113]. After the compressor, the pulses are 120 fs
long with a pulse energy of 115 nJ at a repetition rate of 100 MHz. This
laser is frequency doubled in a 2 mm thick LBO crystal cut for type I second
harmonic generation (SHG) at 1064 nm with a conversion efficiency of 40%.
The resulting 4.5 watts at 535 nm is the pump of the OPO.

The OPO cavity contains two nonlinear crystals, a lithium triborate (LBO)
crystal for parametric gain and a beta barium borate (BBO) crystal for in-
tracavity doubling the signal and idler. The LBO crystal is 3 mm long and
cut for type I noncritical phase-matching. The crystal has angles of θ=90◦

and ϕ=0◦ [156]. Both sides have anti-reflection coatings at 535 nm and 850
- 1060 nm for the pump and signal respectively. The crystal is housed in a
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compact home-built oven for controlling the crystal temperature between 25◦

C and 200◦ C [140]. The compact oven design allows small (∼ 90 mrad angle of
incidence) angles on the curved mirrors M1 and M2 for reducing astigmatism
and the OPO’s spatial footprint. The pump beam 1/e2 radius before L3 is 2.1
mm. Using the ABCD matrix formalism [92] for the OPO cavity, at λ = 900
nm we estimate signal beam radii at the LBO and BBO crystals to be 30 µm
and 70 µm, respectively.

Intracavity second harmonic generation of both signal and idler is phase
matched by rotating the BBO crystal about its horizontal axis (θ). We select
BBO for the broad phase-matching tunability and moderately high nonlinear
coefficient. Using SNLO [157], we calculate the phase-matching angle for type
I SHG of 850 nm is θ = 27.6◦ and SHG of 1400 nm is θ = 20.0◦. The BBO
crystal has a cut angle of θ = 19.8◦ for type I SHG of 1500 nm and is protective
coated. BBO crystals of both 1 and 2 mm length were used, with some results
for both shown in Sect. 3.3. The doubled output is optimized by tuning θ
while adjusting the OPO cavity length to maintain resonance.

The OPO cavity is designed to be resonant for the signal from 850 nm to
1060 nm, focus both the signal and idler at the BBO crystal, and collimate and
outcouple the doubled idler (2i), doubled signal (2s), and residual pump in a
collinear and co-polarized fashion. This is achieved by using protected silver
mirrors for M2-M5 and dichroic mirrors (R > 99.9% at 850 - 1060 nm and
R < 5% reflectivity for 450 - 700 nm). All four curved mirrors have a radius
of curvature of 20 cm. The two dichroic mirrors M1 and M6 are lossy for the
idler, so that resonance is only attained for the signal. The round trip loss of
the signal power caused by the optics is estimated to be 16%, resulting in a
finesse of ≈ 35. The pump is vertically (s) polarized, and thus the signal and
idler are generated at the LBO crystal with horizontal (p) polarization. The
doubled signal and doubled idler are then generated with vertical s-polarization
in the BBO crystal, such that the pump, 2s, and 2i beams emerge collimated,
collinear, and co-polarized from M6.

Four YAG plates at Brewster’s angle are placed in the cavity to attenuate
the residual s-polarized pump light at the BBO crystal and the output coupler
(M6) to 200 mW. YAG was chosen for it’s high index of refraction and corre-
sponding shallow Brewster’s angle. The YAG plates also provide intracavity
dispersion enabling stable operation closer to degeneracy. One of the YAG
plates is mounted on a rotation stage so it can be rotated from the Brewster
condition by a known angle, allowing us to outcouple a fraction of the signal
and idler to diagnostics, the fraction calculated from the Fresnel equations.
The outcoupled light is analyzed using calibrated germanium photodetectors
and an optical spectrum analyzer.

We control the OPO cavity length by moving mirror M3 with a micrometer
and two piezoelectric transducers (PZT). The micrometer is used for coarsely
finding the resonance condition of OPO free spectral range = pump frep. A
long travel (∼ 10 micron) PZT stage allows further coarse tuning of the OPO
cavity length and long-term in-loop correction for drift. A faster “copper
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Figure 3.2: Intracavity signal and idler spectra and power at different phase-
matching temperatures of LBO in the synchronously pumped optical paramet-
ric oscillator. The spectrum centered at 535 nm is the residual pump. Spectra
for fundamental and second harmonic are color matched. Optical powers are
represented by diamonds for 1 mm BBO and crosses for 2 mm BBO (2i only)
and use the right axis. Reported powers for pump, 2i, and 2s are OPO output
while signal and idler are intracavity power levels.

bullet” style PZT [158] is used for frequency stabilization of the OPO when
using the doubled signal beam. The incident angle on M3 is set to be ∼ 1.5◦ ,
so that the cavity misalignment is negligible when changing the cavity length
on the sub-mm scale.

3.3 Results

The threshold pump power required to see parametric oscillation was mea-
sured to be around 1.7 W, and was not strongly affected by the insertion of the
doubling crystal. The spectrum and power of signal and idler with 4.5 watts
pump power are shown on the right side of Fig. 3.2. The signal and idler
intracavity powers are reported with the diamond symbols using the right axis
of the figure. By varying the LBO temperature from 122◦ C to 145◦ C and
adjusting the OPO cavity length as in [140], the signal is tuned between 835
nm to 990 nm and the corresponding idler ranges from 1490 nm to 1160 nm.
Tuning towards shorter signal wavelengths is limited by the coating of M1 and
M6. As we get closer to degeneracy, where signal and idler wavelengths are
equal, the signal and idler spectra become broader and unstable due to the low
intracavity dispersion and the broad phase matching bandwidth in LBO. The
signal and idler spectra displayed in Fig. 3.2 were taken when their respective
second harmonics were optimized. Removing the BBO typically resulted in
roughly a factor of 2 increase in intracavity power for both signal and idler.

The spectra and output power of the tunable visible combs provided by
the combination of 2s, 2i, and pump are also shown in Fig. 3.2, along with
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Figure 3.3: Output spatial modes for, a.) the doubled signal and, b.) the
doubled idler. Gaussian fits to the vertical and horizontal profiles for each
give 1/e2 beam radii of wx = 0.62 mm and wy = 0.63 mm for the doubled
signal and wx = 1.1 mm and wy = 0.96 mm for doubled idler.

outcoupled power using the right axis. The displayed spectra were taken with
the 1 mm BBO in the cavity. With the 1 mm thick BBO crystal the outcoupled
2s power is 100-200 mW and the outcoupled 2i power is 5-10 mW across the
tuning range. Figure 3.3 shows the spatial profiles of the outcoupled 2s and
2i beams using the 1 mm BBO crystal for doubling, measured 45 cm from the
output coupler M6. With the 2 mm thick BBO crystal, higher doubled powers
are attained but the spatial profile of the 2s beam degrades significantly, while
beam quality of the 2i beam was retained. Power with the longer crystal is
also plotted for the doubled idler in Fig. 3.2, indicated by cross marks and
using the right axis.

When doubling the idler, the idler wavelength found by optimizing the 2i
power agree with both calculations for the LBO phase matching for the given
crystal temperature as well as the idler wavelength found by optimizing the in-
tracavity idler power without the BBO crystal. However, the oscillating signal
wavelength found by optimizing 2s power is shifted, as illustrated in Fig. 3.4.
The LBO parametric gain is phase matched over a large bandwidth due to
the low group-velocity walkoff in the LBO crystal [157], and the OPO can
thus oscillate far away from optimum parametric gain. Doubling the resonant
signal influences the OPO oscillation and causes the optimum 2s power to be
found blueshifted from the wavelength expected from both the LBO phase
matching calculation and the optimum idler/2i wavelengths found when not
doubling the signal. Additional parasitic or cascaded nonlinear processes are
not observed, and the idler wavelength shifts accordingly when the doubled
signal was optimized.

We measured the visible pulse durations with a home-built two-photon
autocorrelator. The interferometric autocorrelator uses an all-reflective design
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Figure 3.4: Doubled signal output spectra at a single LBO crystal temperature,
T = 138◦ C as the OPO cavity length and BBO angle are tuned. All spectra
normalized to the highest signal observed in the spectrometer. Dashed vertical
line indicates the signal wavelength corresponding to the optimum doubled
idler center wavelength for the same temperature.

similar to the one reported in [111] and uses a SiC two-photon photodiode
(IFW Optronics) for the detector. The data is low-pass filtered to show only
the intensity autocorrelation signal. Autocorrelations for the pump, 2s, and
2i wavelengths are shown in Fig. 3.5 as well as Gaussian fits to the data.
Assuming Gaussian pulses, all pulse durations are less than 150 fs.

For our target application of cavity-enhanced ultrafast spectroscopy [30],
both low optical phase noise and low amplitude noise (RIN) are critical. In
Figs. 3.6 and 3.7 we report both. For the RIN plot, the signal is recorded
with a home-built low-noise amplified Si detector. At high frequencies, the
RIN of the 2s and 2i beams is comparable to the low-RIN fiber laser used
as the pump and competitive with high-performance fiber laser combs [159].
At frequencies below 1 kHz, the greater susceptibility of the free-space OPO
cavity to acoustic and mechanical perturbations is seen in both the 2s and 2i
RIN spectra.

For phase noise, the situation is more interesting. In steady state, the three
frequency combs must share the same repetition rate and the optical pulses
must obey the phase relationship [149,150,160]

θp = θs + θi + π/2, (3.1)

where θs, θi, and θp correspond to the optical carrier phases (i.e. carrier-
envelope offset phase) of the signal, idler, and pump pulses, respectively.
This relationship was explicitly verified by Kobayashi and Torizuka [150] for
a singly-resonant OPO by observing heterodyne beats between the doubled
signal and pump + idler. The beat notes were found to shift as the OPO
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Figure 3.6: Relative intensity noise (RIN) of OPO pump, doubled signal, and
doubled idler.

cavity length was changed, determining the relation(
∂θi
∂θs

)
p

= −1, (3.2)

The notation ()p is used to indicate that no actuation is done on the pump
comb. The pump comb’s f0 is fixed and the relation shows direct phase transfer
from signal to idler.

If instead the optical phase of the pump comb is perturbed, either via frep
or f0, in principle the signal and idler can share this phase change via Eq. (3.1)
in a non-trivial way. To study how pump phase is shared between signal and
idler, we measure the pump → 2i, 2s phase modulation transfer function and
phase noise using the setup shown in Fig. 3.7a. The combs are stabilized to a
4-mirror femtosecond enhancement cavity (fsEC) with a finesse of ∼ 1000 and
net intracavity GDD < 100 fs2 using a two-point Pound-Drever-Hall (PDH)
technique [148, 161]. For locking the pump and doubled idler, 8 MHz PDH
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sidebands and fast feedback are applied to the combs via an electro-optic
modulator, EOM1, in the Er:fiber oscillator, as shown in Fig. 3.7a. For the
doubled signal, since the phase modulation transfer from the pump to the
doubled signal is near zero (shown below), PDH sidebands are applied using
a second EOM2 placed between the SPOPO and the fsEC, and fast feedback
is applied to the copper bullet PZT on M3 of the OPO cavity. More tech-
nical details of the two-point locking feedback loops, broadband comb/cavity
coupling, and the attainable performance will be discussed in Chapter 4. In
the present discussion, we use the cavity as an optical phase discriminator. At
high frequencies well above both the fsEC linewidth and the frequency-lock
servo bandwidth, the PDH error signal acts as a phase discriminator [49, 56]
and is insensitive to the details of the fsEC linewidth or the servo-loop. Essen-
tially, the light reflected from the cavity is heterodyned with the intracavity
light. A grating is used to disperse the spectrum reflected from the fsEC [148],
so only a small fraction of the frequency comb bandwidth contributes to the
PDH error signal used to record phase modulation.

To measure the pump → 2i, 2s phase modulation transfer functions, we
apply sinusoidal phase modulation to the pump via EOM1 and record the
modulation strength transferred to the 2s and 2i combs via the modulation
sideband strength observed in the PDH error signal, similarly to [162]. The
doubled signal and idler data is then divided by the the pump phase modula-
tion strength measured the same way. The resulting pump → 2i, 2s transfer
function is shown in Fig. 3.7b. The mean of the doubled idler transfer data
(red) is 1.96 and the standard deviation is 0.13. The signal transfer coeffi-
cient (blue) is more than 20 times smaller than pump → 2i at all modulation
frequencies. Since θ2i = 2θi, the data in Fig. 3.7b imply(

∂θi
∂θp

)
ℓ

=
1

2

(
∂θ2i
∂θp

)
ℓ

= 1 (3.3)

(
∂θs
∂θp

)
ℓ

≈ 0 (3.4)

The notation ()ℓ is used to indicate that no actuation is done on the SPOPO
cavity length. To our knowledge this is the first explicit verification of relations
(3.3) and (3.4) and direct measurement of the transfer functions in Fig. 3.7b
for a singly resonant OPO. This un-equal sharing result is quite different than
the degenerate case measured by Wan et al. [163], where phase modulation on
the pump is shown to be shared equally between the degenerate subharmonic
signal and idler combs. The transfer function in Fig. 3.7b also shows that the
OPO cavity linewidth is irrelevant for the transfer of optical phase from the
pump to the non-resonant comb since there is no observable roll-off at the
SPOPO cavity half-linewidth of 1.35 MHz.

Since all three combs must share the same frep (at least for modulation
frequencies below the SPOPO cavity linewidth), Eq. (3.4) implies that for fixed
SPOPO cavity length small repetition rate changes of the pump comb ∆frep
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Figure 3.7: a.) Setup for measuring pump → 2i transfer function or phase
noise of pump or 2i combs. See text for details as well as changes required
for measuring 2s comb. SA: summing amplifier, CPL: directional coupler.
b.) Pump → 2i/2s phase modulation transfer functions. Dashed vertical line
indicates OPO cavity half-linewidth. c.) High frequency phase noise power
spectral density of pump, doubled signal and doubled idler measured as well
as the sum of Eq. (3.6) for comparison to 2i noise.
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are counterbalanced by f0 changes of the signal comb order ∆f0,s = −∆frep
νs
frep

,

where νs is the signal’s optical carrier frequency. In this way, the fixed point
[75] of the signal comb under pump actuation is the signal’s optical carrier
frequency. More precisely, the data of Fig. 3.7b constrain the location of this
fixed point to be within 15 THz of the signal’s optical carrier frequency.

We also used the setup of Fig. 3.7a to measure the optical phase noise of
the 2s, 2i, and pump combs. Figure 3.7c shows the measured optical phase
noise power spectral densities for Fourier frequencies 1MHz < f < 7MHz in
rad2/Hz. The y-axis of the figure is calibrated by applying a known phase
modulation to all three combs in identical fashion using EOM2. The pump
and doubled signal are at similar levels while the doubled idler is about 4 times
(6 dB) higher. This can be understood using the phase transfer relations (3.2),
(3.3), (3.4). Equations (3.3) and (3.4) imply that optical phase fluctuations
of the pump are transferred with unit efficiency to the idler, and any intrinsic
OPO noise on the signal comb is uncorrelated. This implies that the two noise
sources contribute to the idler phase noise in quadrature, viz.

(∆θi)
2 =

(
∂θi
∂θp

)2

ℓ

(∆θp)
2 +

(
∂θi
∂θs

)2

p

(∆θs)
2 (3.5)

or in terms of the 2i, 2i and pump combs

(∆θ2i)
2 = 4

(
∂θi
dθp

)2

ℓ

(∆θp)
2 +

(
∂θi
∂θs

)2

p

(∆θ2s)
2 (3.6)

The sum on the right-hand side of Eq. (3.6) is also plotted on Fig. 3.7c as
a dashed, black line, for comparison with the the measured 2i phase noise
power spectral density. Excellent agreement is found over the entire measured
frequency range.

3.4 Conclusions

In this chapter, we have provided a detailed description of the design and
performance of a fiber-laser-pumped OPO delivering high-power tunable fre-
quency combs across the visible region. The high output power and broad
tuning range make the combs particularly suitable for performing ultrafast
nonlinear spectroscopy with combs, where frequency comb methods have re-
cently allowed large improvements in resolution [152,164] and sensitivity [30].
The tunable combs can also be used in other comb applications such as high-
resolution cavity-enhanced (linear) comb spectroscopy [46, 165], or in myriad
less specialized applications where tunable high-repetition rate femtosecond
sources are needed [154,155].

Using an external cavity as a phase discriminator, we directly compared
the phase noise of all three combs and the pump → signal and pump → idler
phase modulation transfer functions. We find that phase perturbations on the
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pump are transferred to the (non-resonant) idler comb via the optical phase
relations (3.3) and (3.4). These relations have two important consequences
for the use of the SPOPO’s signal and idler beams for comb applications.
First is that the phase noise of the resonant signal is uncorrelated to that of
the pump. This further helps explain the extremely low noise performance
obtainable with (resonant) OPO combs, in addition to the technical reasons
discussed in [149]. The second is that actuation on the non-resonant SPOPO-
generated comb via the phase of the pump does not suffer a low-pass filter due
to the SPOPO cavity. This enables the use of high-bandwidth transducers,
such as EOMs, in the pump comb’s mode-locked laser cavity [113, 166] to be
used to control the phase of the non-resonant comb (in our case the idler) of the
OPO without needing to consider the SPOPO cavity linewidth in the design.
For our SPOPO, with ∼ 2.7 MHz linewidth, the SPOPO cavity would not
impose a significant low-pass filter in any event, but this point is important for
SPOPOs that use higher cavity finesses to achieve low pump-power thresholds
for oscillation [167].
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Chapter 4

Widely tunable cavity-enhanced
frequency combs

This chapter contains a reproduction of our publication Widely tunable
cavity-enhanced frequency combs, Myles C. Silfies, Grzegorz Kowzan, Yuning
Chen, Neomi Lewis, Ryan Hou, Robin Baehre, Tobias Gross, and Thomas
K. Allison, Optics Letters 45:2123, (2020) [2], with permission from Optica
publishing. The original manuscript was modified slightly for clarity and for-
matting.

4.1 Introduction

The cavity enhancement of stabilized ultrafast pulse trains, or frequency
combs, first demonstrated around the turn of the century [148,168], has since
been used in many applications. In this technique, successive pulses from
the frequency comb are constructively interfered with a circulating intracavity
pulse by tuning both the comb’s repetition rate (frep) and carrier-envelope
offset frequency (f0) such that the frequency comb’s “teeth” are matched with
the enhancement cavity resonance frequencies over a large spectral bandwith.
In some applications, this method is used to enhance the intracavity power to
drive nonlinear processes at high repetition rate. For example, with kilowatts
of circulating average power, one can generate high-order harmonics at high
repetition rate [169], and this is now being used for precision spectroscopy
[123] and high-repetition rate photoelectron spectroscopy experiments [170–
172]. Other ultrafast nonlinear processes have also used the high intracavity
power, such as molecular alignment [173] and spontaneous parametric down
conversion [174]. In another class of applications, it is the enhancement of
sensitivity that is sought, such as in cavity-enhanced direct frequency comb
spectroscopy, reviewed by Adler et al. in 2010 [46] and continuing to make
rapid progress since then [48, 175, 176]. A new application of cavity-enhanced
frequency combs developed by our group uses the enhancement of both laser
power and sensitivity to obtain a large improvement in the detection-limits of
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ultrafast nonlinear spectroscopy [30,71].
In all of this previous work, the cavities have been carefully designed to

enhance frequency combs with a certain center wavelength for a specifically
targeted intracavity experiment, with limited bandwidth and little or no tuning
range. In contrast, frequency comb experiments without cavities are increas-
ingly using combs covering very wide spectral ranges, and the development of
widely tunable and broadband frequency combs has recently been the subject
of intense research [121,126–133].

The cavity-enhancement of frequency combs over a wide spectral range
poses a number of technical challenges. First, one must have a tunable fre-
quency comb with transducers to control both the frep and f0 of the comb,
with at least one high-bandwidth transducer to tightly lock the comb to the
cavity or vice/versa. This makes it difficult to use the recently popular offset-
free “DFG combs” [87, 177], for example. Second, the combs should have low
optical phase noise. For typical repetition rates of ∼ 100 MHz, even modest
cavity finesses of ∼ 1000 have small optical linewidths of ∼ 100 kHz. The
linewidths of the comb’s “teeth” should then be substantially narrower than
this in order to avoid increased intensity noise on the intracavity light or a
reduction in effective input power, and accomplishing this requires special
care [113]. Third, in order to couple a large comb bandwidth, and thus short
pulses, into the cavity, very good control of the cavity’s intracavity group-delay
dispersion (GDD) must be achieved. The intracavity spectral width (HWHM)
that a cavity with finesse F is approximately ∆ω =

√
2π/(FΦGDD). Main-

taining sub-200 fs pulses in a cavity with finesse of ∼ 1000 therefore requires
GDD control at the level of ∼ 100 fs2. Achieving intracavity GDD this low
at one design wavelength is straightforward, but managing dispersion at this
level over a wide tuning range, while also satisfying the constraints imposed
by high cavity finesse and high average powers requires careful design of the
cavity mirror coatings and precise control of the coating process.

4.2 Cavity design

In this chapter, we address the challenges introduced above, focusing on
the visible spectral range, using a recently developed widely tunable frequency
comb source [3] and a novel cavity coating design. The design of our femtosec-
ond enhancement cavity (fsEC) is shown in Fig. 4.1(a). The fsEC is a 4-mirror
bow-tie configuration with 2 plane partial reflectors, M1 and M4, of nominally
0.3% transmission and 2 high reflectors (transmission < 0.1%), M2 and M3,
with 50 cm radius of curvature. The theoretical mirror transmission is shown
in Fig. 4.1(b) for the design range of 450 to 700 nm. In order to minimize
net cavity GDD, the two mirror coatings have opposite chirp i.e., the high
reflector is constructed such that longer wavelengths reflect from deeper in
the coating whereas in the partial reflector this relation is reversed [178]. The
GDD, measured by white light interferometry, is shown in Fig. 4.1(c) for both

45



(a)

450 500 550 600 650 700

Wavelength [nm]

600
800

1000
1200
1400

F
in

e
s
s
e

(d)

-400
-200

0
200
400

G
D

D
 [

fs
2
] (c)

HR

PR

0

0.1

0.2

0.3

0.4
T

 [
%

]
(b) PR

HR

Figure 4.1: (a) Setup for the CAPS measurement and design of the enhance-
ment cavity. M1 and M4 are partial reflectors (PR) and M2 and M3 are high
reflectors (HR). PC: Pockels cell, LIA: lock-in amplifier (b) Theoretical mir-
ror transmission (T) for the 2 mirrors. (c) GDD for the two mirror coatings.
Black dashed line is the net cavity GDD assuming the geometry in (a). (d)
Measured cavity finesse (circles). Line is theoretical finesse.

mirrors as well as the expected net cavity GDD assuming two of each mirror
(black, dashed). Both the net GDD and reflectivity are varying and struc-
tured which is expected for such a large operating range, and this results in
an overall cavity performance that varies with wavelength. The mirrors were
coated using ion beam sputtering with alternating layers of Ta2O5 and SiO2.
The total coating structures have thickness of 6.45 µm and 4.86 µm for the
HR and PR respectively and the coatings were annealed first at 200◦C for 5
hours and then at 300◦C for an additional 4 hours to reduce loss. The spot
size at the smaller waist is calculated using the ABCD matrix formalism to
have a 1/e2 radius of 65 µm at 530 nm. The spot size scales with wavelength
only weakly as

√
λ [92]. The entire cavity is contained in a vacuum chamber

which is held at a pressure below 100 mTorr to minimize GDD from air and
avoid air currents.

The input combs are derived from a home-built synchronously pumped
optical parametric oscillator (OPO) operating at 100 MHz repetition rate,
previously described in Chapter 3 [3]. This OPO is pumped by the second
harmonic of a home-built high-power frequency comb laser consisting of a
dispersive-wave shifted Er:fiber comb [87] with high-bandwidth transducers,
amplified in a Yb-doped photonic crystal fiber amplifier [113]. To cover the
entire tuning range, we use all three of the frequency doubled signal (2s, 450-
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515 nm), residual pump (535 nm), and doubled idler (2i, 555-700 nm) from
the OPO.

4.3 Cavity Finesse

To characterize the fsEC performance, we first measure the cavity finesse,
F , across the design wavelength range. To measure the finesse, we use the
cavity attenuated phase shift (CAPS) method [179, 180]. In this method, the
input laser to the cavity is amplitude modulated at an angular frequency Ω
and the relative phase shift of the cavity transmitted light is measured. The
phase shift, ϕ, is due to the cavity acting as a low pass filter and is related to
the cavity storage time, τ , by:

tan(ϕ) = −Ωτ (4.1)

Which, in turn, is related to finesse via:

F = 2πτfrep (4.2)

To measure finesse via the CAPS method while remaining frequency-locked
to the cavity, we send two identical beams into the cavity in counterpropogat-
ing directions as shown in Fig. 4.1(a) and described in [30]. The forward
beam, labeled signal, is used for locking while the second, labeled reference,
is used for the measurement. For our CAPS implementation, the reference
beam is sent through a Pockels cell between two polarizers. The Pockels cell
is driven with sine wave with a peak value ≈ 3% of the half-wave voltage. The
first polarizer is detuned from the second, which optically biases the cell to
get a cleaner sinusoidal output at the drive frequency. The reference beam at
the cavity output is sent to a photodiode and lock-in amplifier measuring the
phase shift relative to a leakage reference beam which bypasses the cavity.

The measured cavity finesse across the design range is shown in Fig. 4.1(d)
along with the theoretical finesse, calculated assuming the reflectivity is one
minus the transmission shown in Fig. 4.1(b). The mean measured value is 927.
The data shown is an average of 2 CAPS phase measurements taken at 70 and
90 kHz modulation frequency. At each frequency, the lock-in phase is recorded
for 10 seconds and then the average and standard deviation is calculated which
is used to find the error in each measurement. The error is higher on the long
wavelength side due to both lower output intensity and higher intensity noise,
which will be discussed below. In general, the measured data agrees well with
theory, following the general trend of increasing finesse at longer wavelengths.
The discrepancies on the blue side we suspect are due to absorption in the
coatings and on the red side we believe are due to changes in the coating
during annealing and geometrical differences such as not perfectly matching
the angle of incidence to the design. The cavity loss is dominated by the two
PR mirrors and the cavity is nearly impedance matched [49]. In this case the
absorption sensitivity enhancement factor remains approximately F/π and is
greater than 190 across the tuning range [50].
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Figure 4.2: Schematics for locking input comb to the enhancement cavity for
(a) the doubled idler and (b) the doubled signal. PZT: piezoelectric transducer,
EOM: electro-optic modulator, LF: loop filter

4.4 Broadband comb/cavity coupling

The finesse measurements are relatively simple and independent of the
details of the comb/cavity coupling. For measuring the performance of the
setup for cavity-enhancing frequency combs with maximum bandwidth, more
discussion of the frequency comb and stabilization schemes is required. For
all these measurements, we use a two-point Pound-Drever-Hall (PDH) locking
scheme [161], with a fast servo loop tightly locking one portion of the frequency
comb to the cavity, and a second slower loop bringing another part of the comb
onto resonance with a linearly independent actuator. This basic scheme has
been used previously in many contexts [30,47,148,181]. However, accomplish-
ing comb/cavity coupling over such a large and unprecedented tuning range
presents technical challenges. In particular, the phase transfer properties of the
OPO, studied in detail in [3], necessitate different comb/cavity stabilization
schemes for each of the three combs from the OPO (pump,2i,2s), as discussed
below.

For coupling the 2i comb to the cavity, since phase modulation on the pump
is transferred directly to the 2i comb with no bandwidth penalty imposed by
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the OPO cavity [3], we use an electro-optic modulator (EOM) in the mode-
locked fiber laser to apply both 5 MHz PDH sidebands and for feedback in the
fast PDH loop, as shown in Fig. 4.2(a). This acts on the pump and 2i combs
with a fixed point [75] near DC, mainly acting on the frep degree of freedom
of the combs. The cavity’s free spectral range is kept within the EOM’s frep
tuning range with an additional slow servo acting on the enhancement cavity
length. For controlling the second comb degree of freedom in the slow PDH
loop, we actuate on the OPO cavity length, which acts only on the comb’s f0
degree of freedom. When coupling the pump light to the enhancement cavity,
the fast loop is identical to the 2i case shown in Fig. 4.2(a) and the slow loop
actuates on a the temperature of the EOM in the mode-locked fiber laser to
control f0.

For coupling the 2s comb to the cavity, the high-speed actuators of the
pump laser are of no use since phase modulation on the pump comb is not
transferred to the 2s comb, as discussed in detail in [3]. Thus, comb/cavity
coupling is accomplished with the pump comb free-running, and feedback sig-
nals are instead applied to the OPO cavity and fsEC, as shown in Fig. 4.2)(b)
The fast servo PDH loop drives a copper-bullet-style piezoelectric transducer
(PZT) [158] to actuate on OPO cavity length and the f0 of the 2s comb. PDH
sidebands at 1.1 MHz are also generated by this PZT at a mechanical reso-
nance. The slow loop controls the fsEC cavity length with a long travel PZT.
When locking either the 2i or 2s combs, care must be taken when selecting
the locking points in the spectrum since small changes in OPO cavity length
can change the output spectrum dramatically which can result in complicated,
multi-peaked intracavity spectra or significantly decreased power. Monitoring
of the input and intracavity spectra simultaneously while locking helps avoid
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Figure 4.4: Relative intensity noise of the intracavity light. Left axis: RIN
power spectral density (solid lines), right axis: integrated RIN up to 100 kHz
(dashed lines).
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this problem.

4.5 Intracavity spectral bandwidth

The fundamental limit to the attainable intracavity pulse duration is given
by the attainable intracavity spectral width, which is in turn related to the
input spectrum and the intracavity dispersion. We have measured both the
incident OPO input spectrum and intracavity spectra across the tuning range.
Example intracavity spectra of the 2s, 2i, and pump combs are shown in Figs.
4.3(a)-(c), along with the corresponding input spectra. Figure 4.3(d) shows
the input and intracavity spectral widths (2σ) measured at 13 wavelengths
across the tuning range. The attainable intracavity bandwidth is less than
the input OPO bandwidth due to residual mirror dispersion. Due to GDD,
the intracavity spectra are more square-shaped than the input so standard
Gaussian transform limit relations do not apply. Still, even the smallest band-
widths measured support sub-200 fs FWHM pulses across the tuning range
when Fourier transformed.

4.6 Intracavity noise

In order to use the cavity-enhanced combs for our target application of ul-
trasensitive ultrafast optical spectroscopy [30,71], low noise on the intracavity
light is required. We have previously measured the amplitude noise of the in-
put combs and found it to be sufficient [3]. However, since an optical cavity is
a phase discriminator [49,56], residual phase noise present on the input comb
is converted to amplitude noise on the intracavity light. The relative inten-
sity noise (RIN) data is shown in Fig. 4.4 for the 2s, 2i, and pump combs.
The OPO idler inherits the phase noise from the pump and signal such that
the 2i comb has the highest phase noise [3] of the three combs and thus the
largest high-frequency RIN. Conversely, the 2s comb has the lowest optical
phase noise and thus the lowest high-frequency RIN, despite far inferior servo
bandwidth for the PZT locking scheme of Fig. 4.2(b).

4.7 Conclusion

In conclusion, we have for the first time demonstrated the cavity-enhancement
of frequency combs with a widely tunable platform. The wide tuning range
of > 7900 cm−1 covers nearly the entire visible spectrum. Despite the techni-
cal challenges wavelength tuning imposes on the frequency comb generation,
cavity mirrors, and comb/cavity coupling, we have demonstrated performance
that is comparable to that used in previous experiments using cavity-enhanced
combs [30, 170, 182]. For example, comparing to the previous one-wavelength
demonstration of cavity-enhanced transient absorption spectroscopy [30], we
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report here the achievement of comparable or better intracavity RIN across
the tuning range, with higher cavity finesse, while maintaining similar in-
tracavity optical bandwidth. We expect further refinements in cavity-mirror
coating technology and frequency combs to further improve the attainable
performance.
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Chapter 5

Broadband cavity-enhanced
transient absorption
spectrometer

This chapter contains a reproduction of our publication Broadband cavity-
enhanced ultrafast spectroscopy, Myles C. Silfies, Grzegorz Kowzan, Neomi
Lewis and Thomas K. Allison, Phys. Chem. Chem. Phys. , 23:9743, (2021)
from Ref. [1] with permission from the PCCP Owner Societies. The text
has been edited for continuity, the introduction is modified from the original
manuscript, and sections 5.3.2 and 5.3.4 are original.

5.1 Introduction

In this chapter, I report the development of a broadband cavity-enhanced
ultrafast transient absorption spectrometer (CE-TAS) operating across the
wavelength band of 450-700 nm—a bandwidth greater than 7900 cm−1 (240
THz) covering almost the entire visible spectral range. To go from the pre-
viously demonstrated single wavelength CE-TA [30] to broadband CE-TAS
has involved considerable innovation, since many of the necessary components
did not exist prior to our work. Previous chapters reported results regarding
aspects of the optical technology critical to CE-TAS, namely the development
of widely tunable, low noise, high-power frequency combs [3] and the enhance-
ment of these widely-tunable combs in a femtosecond enhancement cavity with
custom mirror coatings [2]. Achieving reliable and reproducible transient ab-
sorption spectroscopy data with ∆ OD < 10−9 using this optical technology
has also required significant innovation which we detail in this chapter, where
we present the first spectroscopy results from this system. To our knowledge,
this also the first cavity-enhanced comb spectroscopy of any kind (ultrafast or
otherwise) using a widely tunable platform.

This work establishes CE-TAS as a new broadly applicable technique for
gas-phase chemical physics, and creates a missing link between gas-phase and

53



Figure 5.1: a) Optical layout of the broadband cavity-enhanced transient
absorption spectrometer. Tunable frequency combs are derived from a syn-
chronously pumped optical parametric oscillator (OPO) and coupled to a 4-
mirror broadband dispersion-managed enhancement cavity. The third har-
monic of the Yb:fiber comb at 355 nm is used for molecule excitation in the
current experiments. More details regarding the optical components are in the
main text and references [2, 3]. b) OPO (dashed) and cavity-enhanced (solid)
spectra across the OPO 450-700 nm tuning range. Broadband spectra are
assembled from pump/probe traces recorded with different OPO wavelengths.

solution-phase studies as discussed in Chapter 1. For gas-phase molecules, UV-
visible CE-TAS provides another projection of the dynamics complimentary
to gas-phase TRPES, with a dataset that is directly comparable to solution-
phase work via the common observable. Cluster studies enabled by CE-TAS
also allow probing intermediate levels of solvation.

These broadband CE-TAS methods can also be adapted for work on solids,
ultra-dilute solutions, or sparsely covered surfaces that would benefit from
improved sensitivity. In the sections below I will describe the many unique
aspects of the spectrometer and a detailed analysis of its performance.

5.2 Experimental Setup

5.2.1 Light Sources and Enhancement Cavity

The optical setup is illustrated in Fig. 5.1a). As described in Chapter 2,
the initial frequency comb at 1064 nm is derived from a 1550 nm Er:fiber
oscillator (Menlo Systems Ultra-Low-Noise variant), shifted to 1064 nm us-
ing dispersive-wave generation in a short highly nonlinear fiber [87]. We
then amplify the shifted Er:fiber comb to 10 W average power in a home-
built large-mode-area Yb-doped photonic crystal fiber amplifier previously de-
scribed [113]. The 100 MHz repetition-rate (frep) amplified pulse train from
this laser is frequency doubled and tripled (2+1) in critically phase-matched
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lithium trioborate (LBO) and beta barium borate (BBO) crystals, respectively.
We use the third harmonic at 355 nm from this setup, with approximately 500
mW of average power, for the pump in the CE-TAS measurements presented
here. For most of the present measurements, working with molecules with
relatively large excitation cross sections, we obtain sufficient signal to noise
without employing an enhancement cavity for the pump to boost the pump
power, as was done in Reber et al. [30]. Operation with a UV pump cavity
will be briefly described in section 5.3.4 below for samples with lower vapor
pressure. We use the residual second harmonic (4.5 W) to pump a home-built
tunable synchronously-pumped optical parametric oscillator (OPO) with sub-
sequent intracavity doubling for both the signal and idler [3]. Using the 532
nm pump as well to cover the gap near OPO degeneracy, this provides tunable
combs over the range of 420-720 nm, as described in Chapter 3 [3].

We couple the tunable combs from the OPO to a broadband enhancement
cavity with custom mirror coatings optimized to manage group-delay disper-
sion (GDD) over a wide tuning range, as described in detail in Chapter 4 [2].
Fig. 5.1b) shows representative OPO and enhanced intracavity spectra across
the tuning range. The intracavity spectra are narrower that the OPO spectra
due to residual GDD of the enhancement cavity. As has been discussed in pre-
vious works [66, 67, 169], GDD sets the limit to the simultaneous intracavity
bandwidth, and thus intracavity pulse duration, that can be attained irrespec-
tive of the incident comb bandwidth. The cavity is in a bow-tie configuration
with two plane mirrors for the input and output couplers (nominal 0.3% trans-
mission), and two high reflectors with 50 cm radius of curvature. With most of
the cavity loss coming from the input and output couplers, the cavity is close
to the impedance-matched condition [49]. We calculate the beam size (1/e2

radius) to be wprobe = 65 µm at 532 nm using the ABCD matrix formalism,

and this only scales weakly with probe wavelength as wprobe ∝
√
λ [92]. The

cavity has a nominal finesse (F) varying from 600 to 1400 across the range
of 450-700 nm. OPO output wavelengths outside this range are not used due
to the limits of the cavity mirror high-reflectance band. We focus the 355
nm pump beam to a waist size of approximately wpump =150 µm and over-
lap the pump focus with the enhancement cavity focus above the molecular
beam source, as illustrated in Fig. 5.1. The pump beam is chopped at a fre-
quency between 3 and 4 kHz, well inside the enhancement cavity’s minimum
linewidth of 70 kHz (above which the cavity would low-pass filter the CE-TA
signal unless higher-order modes are used [49, 71]), but above the lab’s 1/f
noise.

Although the residual OPO pump (532 nm), doubled signal (2s), and dou-
bled idler (2i) combs follow the same optical path, there are substantial differ-
ences to the setup for using each of these three combs. First of all, the OPO
optical-phase transfer relations discussed in Chapter 3 [3] necessitate that the
three different combs are frequency-locked to the enhancement cavity using
three different schemes with different actuators, as discussed in Chapter 4 [2].

55



Furthermore, there are substantial differences in the relative intensity noise
(RIN) spectra of the intracavity light before the common-mode noise rejection
scheme described below is applied [2]. Also, we change the mode-matching
optics between the OPO and the enhancement cavity when changing between
output combs to account for different spatial modes and divergence from the
OPO. Despite all these differences, comparable CE-TAS performance can be
obtained using all three combs as we show in section 5.3.

5.2.2 Vacuum System and Supersonic Expansion

The enhancement cavity is mounted on a 60 cm × 120 cm breadboard
inside a rectangular vacuum chamber. The breadboard is supported via legs
that protrude through the bottom of the chamber via bellows down to the
optical table. In this way the breadboard is isolated from vibrations of the
vacuum chamber or flexure of the vacuum chamber upon pump out.

Molecules are introduced at the common focus of the probe cavity and the
pump beam using a continuously-operating slit nozzle. A planar expansion,
as opposed to an axisymmetric expansion from a pinhole, is used to attain
a higher column density of molecules and also facilitate cluster studies [183].
The gas load of the continuous planar expansion is handled by a three-stage
pumping system consisting of two Roots pumps (5000 m3/hr and 1400 m3/hr)
in series backed by a two-stage 100 m3/hr oil-sealed rotary vane pump.

To prevent cavity mirror contamination, the supersonic expansion takes
place in a small inner chamber inside the main vacuum chamber, as shown
in Fig. 5.2. The inner chamber is maintained at ∼100 mTorr via the Roots
pumping system. The inner chamber is connected to the main chamber via two
3 mm holes that allow the laser beams to pass through. We then flow Argon
gas into main chamber which creates a flow of Ar into the inner chamber via
these 3 mm holes. This steady purging flow prevents sample molecules from
exiting the inner chamber. Argon is used instead of nitrogen to avoid possible
artifacts due to non-resonantly excited rotational coherences [184]. Typical
argon pressures in the main chamber are ∼10 mbar, which is sufficient to
prevent mirror contamination, but small enough that it does not produce
enough group delay dispersion to narrow the enhanced comb bandwidth [185].
A small flow of oxygen is also directed at each cavity mirror to further help
mitigate hydrocarbon contamination.

For introducing non-volatile molecules to the experiment, molecules are
sublimed at temperatures up to 150◦ C in a cell external to the vacuum cham-
ber and then entrained in a flow of noble carrier gas. The supersonic nozzle
assembly and associated gas feedline are also heated to prevent molecule con-
densation. Typical sample consumption rates are 0.5-3 g/hr.
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Figure 5.2: Molecular beam setup and fluorescence monitor. The fluorescence
detection scheme is described in detail in the main text. Inset shows a cutaway
of the nozzle assembly. The inner chamber surrounding the heated nozzle
contains the sample molecule near the pump/probe overlap region.

5.2.3 Procedure for Individual CE-TA Pump/Probe
Trace Accumulation

When recording transient absorption measurements using any of the three
combs, we couple a delayed reference pulse train to the cavity in a counter-
propagating direction as shown in Fig. 5.1a). The resulting pulse sequence at
the molecular beam is shown in Fig. 5.3a). The reference beam pulses arrive
∼5 ns later than the probe and pump. The normalized pump/probe CE-TA
signal (∆S) at each OPO wavelength is recovered via autobalanced subtrac-
tion (probe−reference) [186] and lock-in detection at the pump modulation
frequency, such that the CE-TAS signal is given by

∆S(τ) =
π

F
∆I(τ)−∆I(τ + 5 ns)

Iprobe
≡ β [∆I(τ)−∆I(τ + 5 ns)] (5.1)

where τ is the pump/probe delay, Iprobe is the intracavity light intensity for
the probe beam, the ∆I are pump-induced changes in the intracavity light
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intensity, and the factor π/F is the inverse of the cavity enhancement cavity
for impedance-matched cavity and our experimental geometry [50]. The sub-
traction accomplishes two critical tasks. First and most important is common-
mode noise subtraction. The probe (∆I(τ)) and reference (∆I(τ + 5 ns) ≈
∆I(5 ns)) share mostly the same noise, but have different pump/probe delay-
dependent signals due to their timing with respect to the pump pulse train.
Since at τ + 5 ns all fast dynamics have subsided, the subtraction retrieves
the femtosecond-delay dependent signal from the noise. Fig. 5.3b) shows the
effect of this common-mode noise rejection scheme on the relative intensity
noise (RIN) of the intracavity light. With autobalanced subtraction, the noise
floor of the measurement is within one order of magnitude (20 dB in RIN) of
the quantum noise limit.

Second is that the ∆I(τ+5 ns) reference signal also contains any signal due
to repetitive pumping of the sample or molecular excitation that lives longer
than 1/frep = 10 ns. Another way to think of this is that due to the 100 MHz
repetition rate, in steady state ∆I(τ = 5 ns) = ∆I(τ = −5 ns) such that
the subtraction of the reference signal removes any signal due to preceding
pump/probe pulse sequences. This is relevant since for a molecular beam
speed of 500 m/s (e.g. for an Ar supersonic expansion), each molecule sees
approximately frep × (300 µm/500m/s) = 60 pump pulses. The problem can
be exacerbated via velocity slip between the sample molecule and the carrier
gas, and even for molecules with short-lived excited states, a ground-state
bleach signal may persist. Subtraction of any persistent signal enables CE-
TAS to work even with these complications. For most purposes ∆S(τ) can be
regarded as the femtosecond to picosecond component of the true TAS signal
induced by a single pump pulse, simply with a DC offset subtracted. However,
one must be aware of subtleties. For example, since the absolute signal size is
reduced via subtraction of ∆I(5 ns), care must be taken in considering signal
ratios as discussed in section 5.3.

The polarization of the probe light is horizontal (p). The pump polariza-
tion is controlled to be either p or s (vertical) with a zero-order half wave
plate to give pump/probe signals for both parallel (∆S∥) and perpendicular
(∆S⊥) polarization conditions, respectively. We construct magic-angle signals,
insensitive to molecular orientation or rotational coherences, via ∆SMA =
(∆S∥ + 2∆S⊥)/3 [51, 187]. Another interesting subtlety of CE-TAS is that
magic-angle data cannot be recorded simply by orienting the pump polariza-
tion 54.7◦ to the probe, as is usually done in transient absorption spectroscopy.
This is due to the fact that the non-zero angles of incidence on the enhance-
ment cavity mirrors causes the p and s eigenmodes of the cavity to be non-
degenerate. Thus light scattered into an s mode of the cavity by a magic angle
pump would not be exactly on resonance, leading to increased noise and also a
different signal enhancement. Using only s and p pump polarizations ensures
that the intracavity probe light remains p-polarized by symmetry.
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Figure 5.3: a) Pulse sequence at the sample. The reference pulse records any
steady-state pump/probe signal ∆I(5ns) and contains nearly identical noise to
the probe for common mode subtraction. b) Noise spectrum of the intracavity
light and subtracted signal using 469 nm (2s) light. Rejection of common-
mode noise using the autobalanced subtraction scheme allows for the ultrafast
molecular signal to be detected at the pump modulation frequency of 4 kHz.
Also shown is the shot-noise (or quantum noise) limit calculated from the
measured photocurrent.

5.2.4 Constructing Transient Absorption Spectra

The probe bandwidth of each individual CE-TA measurement describe
above, with the OPO output tuned to a particular wavelength, is less than 10
THz (Fig. 5.1b). We thus assemble broadband transient absorption spectra by
combining a collection of measurements taken at different wavelengths. Chang-
ing wavelengths typically takes 10-20 minutes and accumulating the data for
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an entire broadband CE-TAS spectrum takes approximately one full workday.
With this long, non-parallel data acquisition scheme, controlling systemat-
ics is then of the utmost importance to assemble reliable and reproducible
spectra, as several parameters affecting the signal size vary intrinsically with
wavelength and can also vary with time over the course of an experimental
run.

To control for cavity finesse variation, we periodically perform in-situ cavity
ring-down measurements at each wavelength in between pump/probe delay
scans. We do this by inserting an acousto-optic modulator (AOM) in the
reference beam to quickly (∼ 20 ns) turn off the reference beam while the
Pound-Drever-Hall lock between the comb and cavity is maintained using the
probe beam. To achieve 100% turn-off of the reference beam for clean ring-
down signals, we use the first-order diffracted beam from the AOM. The AOM
is driven by a 2frep radio-frequency signal derived from the Er:fiber comb.
Using an integer multiple of frep to drive the AOM ensures that the frequency-
shifted diffracted comb is still resonant with the enhancement cavity.

To control for potential variations in pump power and sample molecule
density at the focus, we record fluorescence from the pump/probe interaction
region using the scheme shown in Fig. 5.2. A mirror in the supersonic ex-
pansion path reflects fluorescence out of the chamber. The mirror is heated
to prevent sample molecule condensation. To eliminate scattered light back-
ground, we then use an f = 10 cm lens to image the pump/probe overlap region
to an adjustable aperture which rejects light from elsewhere. The remaining
light from the pump/probe overlap region is recorded with a photomultiplier
tube (PMT) using lock-in detection at the pump modulation (chopper) fre-
quency. This scheme produces a background-free fluorescence signal that is
proportional to the column density of excited molecules in the focal region, and
this fluorescence signal can then used to normalize and combine pump/probe
data accumulated over extended periods of time.

5.3 Results

5.3.1 Individual CE-TA Measurements

For the present demonstration of the instrument, we present results on 1’-
hydroxy-2’-acetonaphthone (HAN), and Salicylideneaniline (SA), two archety-
pal systems for excited-state intramolecular proton transfer (ESIPT) shown in
Fig. 5.4. These molecules have previously been studied using both solution-
phase TAS [6,8] and gas-phase TRPES [7,188], so they serve as good systems
to benchmark the instrument.

Fig. 5.5a) and b) show typical pump/probe data recorded in HAN using
the 2i and 2s combs respectively. Each trace is the average of three scans.
Near time zero, a large polarization anisotropy is seen, but this rapidly de-
cays as the many rotational coherences excited by the pump pulse dephase
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from each other [187] in this asymmetric top molecule. Thinking about the
problem classically (which is also appropriate here given the large number
of rotational states involved) one can think that the pump pulse preferen-
tially excites molecules with their transition dipole oriented along the pump
polarization, but then these molecules freely rotate in random directions lead-
ing to an isotropic distribution. We note that if one attempts to use the
CE-TAS signal (Eqn. 5.1) to calculate a normalized anisotropy parameter
r′(τ) = (∆S∥−∆S⊥)/(∆S∥+2∆S⊥) = (∆S∥−∆S⊥)/(3∆SMA), this parameter
need not be bounded in the usual range of (−0.2, 0.4) due to the subtraction
of the long-lived TAS signal sampled by the reference beam. The numerator
(a simple difference) gives no artifact, but even if the anisotropy decays to
zero at long delays, the denominator of the expression for r′(t) is still reduced
by 3β∆IMA, throwing off the ratio. This is particularly acute for a molecule
like HAN, with a fluorescence yield of approximately 1% and a radiative decay
rate of 1/(10 ns) [189], for which the steady-state excited state population in
the focal volume can build up over multiple pump pulses. Indeed, r′(τ = 0)
for the data shown in Fig. 5.5b) is 0.6, suggesting a steady-state magic angle
background signal of ∆IMA(5ns) = 0.3∆IMA(τ = 0), which is reasonable under
our experimental conditions.

Fig. 5.5c) shows magic-angle pump/probe traces for HAN over the full 700
ps delay range accessible with our delay stage. Fitting these data with a single
exponential + offset gives a time constant of 70 ps for internal conversion
in HAN, in agreement with previous TAS measurements in cyclohexane [6]
and fluorescence measurements in the gas phase [189, 190]. However, we note
that the observed time constant is quite different than the previous gas-phase
ultrafast spectroscopy measurement based on TRPES [188], which reported 30
ps decay time constants even when using longer excitation wavelengths closer
to the origin of the S0→ S1 transition. This shows the impact of the observable
on the measurement of the kinetic time constants discussed in Chapter 1.

With the assumption that the enol-keto tautomerization and the corre-
sponding appearance of excited-state absorption and redshifted stimulated
emission in HAN happen much faster than our time resolution [6], for this
first set of measurements in HAN we estimate the time resolution of the in-
strument by fitting the rising edge of the CE-TA traces with an error func-
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Figure 5.4: Molecules in the present experiments. HAN = 1’-hydroxy-2’-
acetonapthone. SA = salicylideneaniline
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Figure 5.5: Example transient absorption traces for λprobe = 636 nm (a) and
494 nm(b) combs recorded from HAN excited at 355 nm. The positive signal
in a) corresponds to excited-state absorption and the negative signal in b)
to stimulated emission. The parallel and perpendicular polarization data are
each the average of three scans with 1s integration time per pump/probe delay.
Magic angle data is constructed via ∆SMA = (∆S∥ + 2∆S⊥)/3. c) Full 700
ps magic angle data showing the long decay of the transient signal including
single-exponential fits (dashed black lines).

tion. Fig. 5.6a) shows the resulting extracted instrument response FWHM as a
function of wavelength. Impulse response widths less than 275 fs are attained
across the tuning range, with somewhat better time-resolution observed using
the 2i comb.

5.3.2 Independent instrument response function

To independently verify the instrument response function (IRF) of the spec-
trometer, we measure the two-photon absorption of carbon disulfide. Carbon
disulfide was selected after an extensive search due to its use as a calibration
sample in z-scan measurements [4,191]. The two-photon absorption coefficient,
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Figure 5.6: Spectrometer FWHM time resolution across the tuning range
found by fitting the rising edge of HAN signal to an error function assum-
ing instrument-limited response. Error bars are from fit. Points are color
coded according to OPO output for doubled signal (blue), doubled idler (red),
and residual pump (green).

measured by Reichert et al. [4] is shown in Fig. 5.7. The vertical dashed lines
indicate the effective degenerate two-photon energy of the probe range of the
spectometer calculated via (Epump+Eprobe)/2 where Epump and Eprobe are the
pump and probe photon energies, respectively.

Example pump/probe scans of gas-phase carbon disulfide are shown in
Fig. 5.8a) and b) compared to measurements of SA at probe wavelengths of
462 nm and 616 nm, respectively. Also shown is the cumulative integral of
the carbon disulfide data to better compare to the error function response of
SA. These measurements were performed with identical intracavity spectra by
changing samples under one continuous comb/cavity lock. We do not observe
a meaningful delay in time SA signal onset, any apparent shift is within the
experimental and/or fit error.

5.3.3 Instrument sensitivity

We now discuss the sensitivity of the instrument. There are two main
sources of uncertainty (i.e. noise) to consider. The first is the optical noise
floor of the system (Fig. 5.3b) due to residual un-subtracted noise on the
intracavity light and uncorrelated quantum noise in probe/reference detection.
The second is drifts of the instrument over longer time scales required to
assemble a full data set. Both can be quantified using an Allan deviation
analysis [49, 192]. Fig. 5.9a) shows the Allan deviation calculated from data
sets where the same signals are scanned repeatedly.

The intrinsic noise performance of the optical setup is captured by data
taken without any sample (triangles on Fig. 5.9a). Without sample, the Allan
deviation comes down with a slope of −1/2 on the log-log plot which indicates
white-noise-limited performance (i.e. no drift). We observe this behavior for as
long as we have averaged for and have seen noise down to ∆OD= 2.6×10−11 (off
the chart) after 90 minutes of integration without sample, with a corresponding
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Figure 5.9: a) Allan deviation recorded using repetitive scans at 469 nm 0.5
s of integration per pump/probe delay. Without sample (triangles), the noise
averages down with the inverse square root of the measurement time for as long
as we have recorded data, following the dashed line with a slope of -1/2. With
molecular signal, drift in the molecular column density on the ∼10 minute time
scale causes the main limitation to averaging (circles), but this drift can be
remedied to some extend using fluorescence normalization (diamonds). b) Two
pump/probe traces taken days apart can largely be brought into coincidence
using normalization to the fluorescence signal.

normalized sensitivity of ∆OD = 2 × 10−9/
√

Hz. Similar results with the 2i
comb (not shown) give a sensitivity of ∆OD = 3 × 10−9/

√
Hz. These results

are consistent with the optical noise floor of the subtracted signal observed
in Fig. 5.3 and comparable to the single-color result of Reber et al. [30] of
∆OD = 1 × 10−9/

√
Hz [30], despite the significant additional complexity of

the current setup, showing the intrinsic robustness of CE-TAS method.
When accumulating an actual molecular signal, the uncertainty in ∆S (cir-

cles on Fig. 5.9a)) becomes dominated by drift for long accumulation times.
These data are accumulated by repeated scanning of a pump/probe signal
(parallel polarizations, 469 nm, 88 points, 0.5 s/point) such that the same
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pump/probe delay is re-encountered every 44 seconds. In this case, the Allan
deviation differs (circles in 5.9a) from white-noise performance [49] and actu-
ally increases with averaging time for real accumulation times longer than 10
minutes. The main source of drift is variation in the sample molecular column
density, which can be mitigated using the fluorescence monitor as we describe
below.

Fig. 5.9b) demonstrates fluorescence normalization for an extreme case.
The two scans, both at a probe wavelength of 455 nm and at equivalent sam-
ple backing pressures, were recorded several days apart. On the second day,
there was less HAN remaining in the sample cell which resulted in reduced fluo-
rescence and CE-TA signal. Scaling the day 2 data by the ratio of fluorescence
signals brings the two TA signals back into coincidence. The Allan deviation of
CE-TA data normalized using the fluorescence monitor is shown as diamonds
on Fig. 5.9a)). With normalization, individual CE-TA pump/probe traces can
be accumulated with a noise level of ∆OD = 6 × 10−10 with repetitive scans
over a real accumulation time of 22 minutes. This corresponds to a S/N of
167 for this particular data set.

5.3.4 Operation with a Pump Cavity

For molecules with reduced absorption cross sections or low vapor pres-
sures, sample excitation fraction can be increased thorugh the use of a pump
enhancement cavity. The overall experiment looks nearly the same as Fig.
5.1 but with a second bowtie cavity constructed around the reflective pump
focusing mirror. The input coupler has a transmission of 3% and the rest of
the mirrors are high reflectivity (>99.8%) for an expected finesse of 172 [69].
The curved mirrors have a radius of curvature of 75 cm and are separated by
a distance of 103 cm. The pump beam has a beam waist of wpump = 110 µm
from ABCD matrix calculations.

To stabilize the pump comb to the cavity, the cavity transmitted light is
sent to a grating which spatially disperses the spectrum onto two photode-
tectors used for error signal generation. The first lock point stabilizes frep
with a fast piezoelectric transducer [158] using the side-of-line discriminator,
as described in [30]. To “chop” the intracavity light for signal lock-in, the
lock-point is sinusoidally modulated. To stabilize the pump comb f0, the sec-
ond photodetector is sent to a lock-in amplifier to monitor chopped intracavity
power which is sent to an integrator with input offset control. The integrator
output goes to a line driver which actuates on a the temperature of the EOM
inside the oscillator via a peltier element.

Stable operation of the pump cavity with up to 15W of intracavity power
has been achieved. To demonstrate the utility of increased pump power, Fig.
5.10 shows pump/probe scans both with and without the pump cavity recorded
from 2-(2’-hydroxyphenyl)benzothiazole (HBT) in the gas phase. HBT has a
similar absorption cross section to both SA and HAN but a reduced vapor
pressure at similar temperature [193,194]. The single pass pump measurements
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Figure 5.10: Demonstration of the effect of pump cavity operation. The
pump/probe signal size recorded from of 2-(2’-hydroxyphenyl) benzothiazole
at a probe wavelength of 475 nm increases approximately tenfold due to in-
creased pump power. The single pass pump power is ≈ 500 mW and the cavity
power is ≈ 8 W.

were recorded with ≈500 mW, similar to the other measurements presented in
SA and HAN, while the pump cavity data was recorded with ≈8 W intracavity
power. The 10 times increase in signal size due to the pump cavity increases
the signal-to-noise ratio substantially. This reduces necessary averaging times
for the instrument enabling more rapid spectrum acquisition.

5.3.5 CE-TAS Spectra

In Fig. 5.11a), we show a constructed magic angle transient absorption map
for HAN in a He-seeded supersonic expansion (0.25 Bar stagnation pressure)
working 3 mm from the nozzle. This spectrum is sampled at the same 12
discrete probe wavelengths as in Fig. 5.6 and the same delay axis as Fig.
5.5c). For each wavelength, we take three scans for parallel and three scans for
perpendicular pump/probe polarizations with an integration time of 1 s/delay.
With 260 points/scan distributed over pump/probe delays out to 700 ps, each
scan then takes 260 s = 4.3 minutes. Thus, we are accumulating data for
a total of 26 minutes per wavelength. The entire spectrum comprising 12
wavelengths is collected over the course of a day. Fig. 5.11c) shows the noise
level for the magic angle signals, using fluorescence normalization, obtained
under these practical conditions as a function of wavelength.

In Fig. 5.11b), we extract TA spectra of the molecule at 1, 5, and 50 ps delay
and compare them to the TAS data reported by Lochbrunner et al. for HAN
in cyclohexane [6]. The most obvious difference between our results from the
jet-cooled molecule and the cyclohexane data is a solvatochromic blueshift of
the TA data by ∼25 nm going from cyclohexane to gas-phase, similar (but not
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Figure 5.11: a) Magic-angle transient absorption map for jet-cooled HAN
excited at 355 nm constructed from 12 probe wavelengths. Stimulated emission
is observed on the blue side of the spectrum and excited state absorption on the
red. b) Comparison of TA spectra from jet-cooled HAN (magenta) and HAN
in cyclohexane (green) from reference [6] at 1 ps (solid), 5 ps (long-dashed),
and 50 ps (short-dashed) delays. The solution-phase data has been multiplied
by one overall scale factor to make the comparison. c) Noise-levels attained as
a function of wavelength for this full TA-map measurement. Points are color
coded according to OPO output for doubled signal (blue), doubled idler (red),
and residual pump (green).
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identical) to the 15 nm shift for fluorescence reported by Catalan et al. [189].
Furthermore, the differences in the TA spectra are not fully explained only by
a solvatochromic shift. A more comprehensive analysis of the full HAN data is
beyond the scope of this paper but will be the subject of a future publication
including global analysis and comparison to ab initio theory [195].

5.3.6 Clusters

Working 3 mm from the 200 µm slit nozzle, we can easily generate clusters
with sufficient column density for CE-TAS studies and we demonstrate this
here. Figures 5.12a) and b) shows an example of this for SA recorded at λprobe
= 455 nm expanded in helium and argon, respectively. Using He carrier gas,
we observe the rotational anisotropy to decay in ∼10 ps, whereas for Ar carrier
gas, the parallel and perpendicular polarizations data do not converge to the
same signal until ∼50 ps. In the optimized ground state geometry calculated
by Pijeau et al. [196], the rotational constants of SA are A = 0.066 cm−1, B =
0.0091 cm−1, and C = 0.0082 cm−1, making the molecule nearly a symmetric
top. For a symmetric top, the width of the rotational anisotropy transient
scales as 1/

√
BT [197], indicating a large change in the rotational constant is

required to explain the 5x increase in the width of the rotational anisotropy
transient. It is important to note that for the case of SA, with much faster in-
ternal conversion than HAN and much smaller fluorescence yield of ∼ 10−4 [8],
the rotational anisotropy parameter r′(t) constructed from the CE-TAS signals
∆S is free from the aforementioned complications due to reference subtraction
and is bounded by (−0.2, 0.4). Assuming the temperature is similar in the two
expansions, from the increased width of the rotational anisotropy, we estimate
that the SA molecules have gained on average 24 Ar atoms, although actually
this number should be taken as a lower bound since excitation of the molecule
may promptly evaporate many Ar atoms, as commonly exploited in tag-loss
spectroscopy [198].

The effect of Ar clustering on the internal dynamics of the molecule can be
seen in the magic angle data shown in Fig. 5.12c). For He expansions, where
no clustering is expected, we observe fast decays of the TA signal in agreement
with previous solution-phase TAS [8] and gas-phase TRPES [7]. However when
forming large Ar clusters, the internal conversion is shut off and the excitation
is long-lived, as shown in Fig. 5.12. A corresponding large increase in the
fluorescence signal is also observed, further supporting a suppression of internal
conversion pathways in the Ar cluster. Also shown for direct comparison is
TRPES data from Sekikawa et al. [7], which shows a much faster decay of the
observable than TAS, similar to what we have also observed in HAN.
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Figure 5.12: Parallel and perpendicular polarization CE-TAS data for SA
excited at 355 nm in a 0.25 bar He expansion a) and 2.2 bar Ar expansion
b). The polarization anisotropy transient decays much more slowly in the Ar
data, indicating the formation of large Ar clusters. c) Magic angle data for the
Ar expansion and He expansion compared to previous TRPES data recorded
in jet-cooled SA from ref. [7].

70



5.4 Discussion

In this chapter, we have described the performance of a broadband ultra-
sensitive spectrometer for recording transient absorption spectra with ultrafast
time resolution. The overall performance of the spectrometer is comparable
to a previous 1-color demonstration of the main concept in molecular I2 [30],
despite the significant additional complexity of both the optical setup and
molecular beam system necessary to go past demonstrations and record data
on chemically relevant systems. We have also demonstrated the linkages be-
tween different measurement techniques discussed in Chapter 1 by directly
comparing cavity-enhanced transient absorption data to solution-phase TA
measurements and gas-phase TRPES for two example systems. We expect a
wealth of information can be extracted from such comparisons going forward,
given the large body of high-quality data existing from these well-established
techniques. Furthermore, performing CE-TAS measurement on clusters can
enable a detailed microscopic understanding of the effect of the solvent on
molecular dynamics, as has been done for linear spectroscopy.

For electronically excited molecules, UV-VIS CE-TAS offers a complimen-
tary ultrafast observable to those provided by well-established TRPES meth-
ods, with the idea that via comparison to theory more information can be
extracted from the combination than can be had from either observable alone.
This multi-observable approach has recently been promoted by others for the
combination of diffraction and spectroscopy data [23]. We note that for the
work presented here on 2 molecules, our observed time constants agree more
closely with the solution-phase TAS work and are a factor of ∼2 longer than
the gas-phase TRPES measurements. We suspect that for the current com-
parisons this difference is due ‘energy windowing’, or reduction in the TRPES
signal when the molecule moves to regions on the excited-state potential energy
surface where the probe photon energy is insufficient to ionize the molecule,
due to the low-energy probe photons used in the previous SA and HAN ex-
periments. This artifact can be more pronounced for multi-photon ionization
experiments [41] such as the SA measurements by Sekikawa et al. [7], but also
present in experiments using single-photon ionization for the probe [19, 20].
However, more data is required to understand if the trend observed here for
two molecules is more general and also if it may be due to additional factors
beyond energy windowing such that it may also appear in the comparison of
TRPES measurements using higher probe photon energies with TAS.

The methods described here can also be implemented in the mid-infrared
to study purely vibrational dynamics on the electronic ground state, and we
are actively working on developing cavity-enhanced two-dimensional infrared
spectroscopy (CE-2DIR) [71]. It is important to note that in contrast to
the current work, which provides a complimentary view of the dynamics of
gas-phase molecules after electronic excitation, for which other action-based
spectroscopy methods exist, an action-based analog of 2DIR with ultrafast
time resolution does not currently exist. In many ways, we expect CE-2DIR
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spectroscopy to be less technically challenging than the current demonstration
due to the reduced bandwidth requirements of 2DIR and also less difficulties
with mirror contamination due to the absence of UV light cracking residual
hydrocarbons in the vacuum system.

Finally, we note that the methods demonstrated here can be adapted to
liquids and sparsely covered surfaces, as has been done for cavity-enhanced lin-
ear spectroscopy [199]. For example, inclusion of a reflection off a glass/liquid
interface into the cavity could be used to perform cavity-enhanced ultrafast
attenuated total reflectance spectroscopy on molecules at the interface. Trans-
lating the current sensitivity to a molecular film indicates that coverages below
10−4 monolayer could be investigated. The challenges in adapting CE-TAS to
condensed-phase contexts are 1) managing the dispersion and loss of addi-
tional intracavity elements and 2) managing sample excitation and refresh
rate. While it is likely that compromises regarding 1) and 2) would reduce
performance, CE-TAS methods could still find applicability for small-signal
condensed phase measurements inaccessible with other techniques.
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Chapter 6

Ultrafast internal conversion
and photochromism in
gas-phase salicylideneaniline

This chapter contains a reproduction of our publication Ultrafast inter-
nal conversion and photochromism in gas-phase salicylideneaniline, Myles C.
Silfies, Arshad Mehmood, Grzegorz Kowzan, Edward Hohenstein, Benjamin
Levine, and Thomas K. Allison, Journal of Chemical Physics, accepted (2023)
[200] with permission of AIP Publishing.

6.1 Introduction

Tracking and understanding the redistribution of internal energy has been
one of the main goals of ultrafast spectroscopy since its inception. In pho-
tochromic molecules, the absorption of light causes large electronic reorgani-
zation leading to a reversible change in absorption and a corresponding ma-
terial color change [201]. Often, these changes are driven by excited state
intramolecular proton transfer (ESIPT) reactions and/or rapid isomerization
on sub-picosecond timescales, requiring ultrafast techniques to follow the dy-
namics. Additionally in the case of ESIPT, the redistribution of energy re-
sults in a large (∼ 1 eV) Stokes shifted fluorescence [202,203]. Recently, there
has been a significant amount of work to use photochromic and/or ESIPT
molecules in applications such as textiles [204], optical memories [205, 206],
and sensors [207–209].

Even as the absorption and emission shifts found in ESIPT/photochromic
materials are now being exploited for consumer and industrial applications,
many foundational spectroscopy studies continue on increasingly larger sys-
tems as well as in the closely related field of proton-coupled electron transfer
(PCET) [210,211]. As the complexity of the molecule increases, so does the dif-
ficulty in understanding the relaxation dynamics and potential photochromism
mediated by proton or hydrogen transfer as opposed to internal conversion me-
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fluorescent keto

Figure 6.1: General overview of relaxation schemes for SA excited to S1. After
excitation, the excited enol can either (right side) undergo ESIPT and inter-
nally convert along the keto pathway through CI1 or (left side) remain in the
enol tautomer and relax via CI2 by rotating about the central C-N bond. Bot-
tom left and right insets are alternative ground state minima that are potential
photochrome geometries which may be reached via the enol or keto relaxation
pathways, repsectively.

diated by other degrees of freedom. One of the most studied photochromic
systems exhibiting competing dynamic pathways is the archetypal Schiff base
salicylideneaniline (SA) depicted in Fig. 6.1. In solution and solid phases,
SA becomes red after irradiation with UV light and remains trapped in this
metastable state that can be reversed via irradiation by blue light. [212–215].
Spectroscopically, this “photochrome state” is observable as a photoinduced,
long-lived absorption feature most likely due to a trapped population of an
isomerized ground state geometry.

Although still under debate, the general photoinduced relaxation scheme
was recently summarized and improved by Pijeau et al. with high-level dynam-
ics simulations [196] which built off of earlier work [12,216,217]. This scheme,
shown in Fig. 6.1 is described as follows. In the ground state, SA is in the enol
form and nonplanar with a ≈ 35◦−50◦ twist around the anilino C-N bond de-
pending on the level of theory or experimental data [12,196,216,218]. Theory
indicates that the barrier to proton transfer is lower with decreasing twist an-
gles and ESIPT is more likely to occur from planar geometries [7,12,196,216].
Therefore, upon UV excitation to the S1(π, π∗) state (λmax ≈ 350nm), SA
must first planarize before undergoing ESIPT to form the excited keto form.
However, the ground state potential energy depends only weakly on the anilino
C-N twist angle so even at low temperatures there is a nonzero probability of
planar geometries [7].

The keto form populated after ESIPT can relax via a number of channels,
with sequencing and branching ratios not well understood or agreed upon.
Spectroscopic signals indicate that a portion of molecules decay radiatively
from a fluorescent keto form or become trapped in a long-lived photochromic
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state which absorbs blue light as described above. Additionally, some popula-
tion of excited molecules can undergo internal conversion back to the ground
state via a conical intersection (CI) followed by ground-state back proton trans-
fer. The keto CI, labeled “CI1” on Fig. 6.1, was found theoretically and re-
quires a rotation of nearly 90◦ around the phenolic C-C bond. [196]. Using
DFT calculations, Ortiz-Sánchez et al. found the ground state keto minimum
structure shown on the bottom right of Fig. 6.1, which has a full 180◦ rotation
about the same phenolic bond, and this is widely accepted as the photochrome
geometry [12,219–221].

Additionally, due to the nonplanar structure, a competing relaxation chan-
nel involving the excited enol without ESIPT has been proposed [12,196,216].
This pathway, shown on the left side of Fig. 6.1, requires a large internal twist
of 90◦ around the central C-N bond to reach CI2 and relax to the ground state.
A secondary enol ground state minimum was found along this trajectory and
is shown in the bottom left of Fig. 6.1. This twisted enol geometry is also a
candidate for the photochromic state, especially if excited with higher energy
light [12,220,222]. Pijeau et al. investigated the branching ratios and internal
conversion rates of the 2 main channels and found that 80% of the excited-
state population relaxes via CI1 after ESIPT within 800 fs and 20% via the
enol CN twist channel in ≈ 250 fs [196].

SA has been studied using a variety of ultrafast techniques to observe the
competing reaction dynamics and determine the nature of the various decay
channels. Mitra and Tamai recorded the first femtosecond transient absorption
spectra (TAS) in various solvents and found an instrument-limited proton
transfer time and a monoexponential decay of both excited-state absorption
(ESA) and stimulated emission (SE) with 4 ps time constant in cyclohexane,
as well as a long-lived signal assigned to the photochrome [223, 224]. They
proposed, like many of the early studies [215, 225], that the initially hot keto
state relaxes into either a relaxed fluorescing keto or the photochrome within
the first several hundred fs and then the fluorescent state undergoes internal
conversion on the picosecond time scale, with the lifetime depending on solvent
environment. TAS measurements by Zió lek et al. further refined the proton
transfer time to < 50 fs and an excited state relaxation time constant of 7
ps in acetonitrile [8]. Their interpretation finds a sequential model along the
keto channel with the photochrome evolving from the relaxed keto state in
competition with back-proton transfer on the ground state, disagreeing with
previous work. Fluorescence upconversion measurements in acetonitrile also
agree with this model. [226].

In the gas phase, Sekikawa et al. performed time-resolved photoelectron
spectroscopy (TRPES) in a helium seeded molecular beam [7]. Their results
agreed with the solution TAS work on the ESIPT timescale being ≲ 50 fs but
found the intermediate decay time constant was 1.2 ps which was assigned to a
combination of the ESIPT and CN twist channels. They also observed a long-
lived feature which they assigned as the trans keto photochrome but suggested
that the isomerization occurs in the excited state. To further understand the

75



dynamics, the authors performed tunable pump measurements which will be
discussed in section 6.4 in comparison to our results. In general, it is difficult
to determine if the lack of agreement between TAS and TRPES is due to
the observable (optical absorption vs. photoionization) or the environment
(solution vs. gas phase), and this is particularly true for a molecule with many
competing relaxation channels, such as SA.

In this chapter we address the dynamics of salicylideneaniline after excita-
tion to S1 with λ = 355 nm using a combination of cavity-enhanced transient
absorption spectroscopy (CE-TAS) and quantum chemistry/molecular dynam-
ics calculations that directly simulate the observable. CE-TAS [1, 30] uses a
combination of high-power fibers lasers [113] and tunable cavity-enhanced fre-
quency combs [2,3] for broadband transient absorption measurements in dilute
molecular beams. CE-TAS acts as a halfway point between TAS and TRPES
– sharing the observable of the former and the environment(s) of the latter. By
varying the molecular beam conditions, we record dynamics of vibrationally
hot SA (420 K), jet-cooled SA, and SA embedded in Ar clusters. We directly
compare the CE-TAS measurements to calculations of the transient absorp-
tion spectra using a newly-developed real time time-dependent complete active
space configuration interaction (TD-CASCI) technique [195,227].

Overall, we find stronger agreement with the results of previous solution-
phase TAS studies than the conclusions of gas-phase studies based on pho-
toionization. We find prompt ESIPT after photoexcitation and relaxation dy-
namics in accordance with the previously proposed keto channels under all our
studied conditions. We do not observe any evidence of the CN twist channel
within our detection window, but cannot rule it out completely as we calculate
that the TAS signal for this channel should lie to the blue of our shortest 450
nm wavelength. Most strikingly, we find that for SA in Ar clusters, internal
conversion of the fluorescent state is shut off while the photochrome yield re-
mains unchanged. This supports a parallel mechanism for fluorescence and the
photochrome state. Comparing all the measurements and theory, we present
a comprehensive picture of the keto relaxation channels of salicylideneaniline
in section 6.4.

6.2 Methods

6.2.1 Experimental

SA was purchased from TCI chemicals (97%) and used as received. For all
experiments, the sample is placed in a stainless steel cell and heated to 125◦

C to increase the vapor pressure. Either He or Ar is used as carrier gas for a
planar supersonic expansion from a 5 mm × 0.2 mm slit nozzle, as described
previously. [1]. Unless otherwise specified, the He stagnation pressure is 0.1
bar and the Ar stagnation pressure is 1 bar. For all measurements shown, the
interaction region is 3 mm above the nozzle, well within the expansion’s “zone
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of silence.” [183].
The cavity-enhanced transient absorption spectrometer operating at 100

MHz repetition rate used for all experiments is described in detail in Chap-
ter 5 [1]. The pump wavelength is 355 nm and the cavity-enhanced probe
wavelength is tunable from 450 to 700 nm [2, 3]. The CE-TAS signal ∆S is
constructed from subtraction of two signals from counter-propagating cavity-
enhanced frequency combs delayed by Tpr ≈ 5 ns, as described previously
[1, 30]. For pump/probe signals with much shorter lifetime than 1/frep = 10
ns, the CE-TAS signal ∆S is the same as one would normally record in con-
ventional transient absorption spectroscopy setups. However, for longer-lived
signals there are additional subtleties which must be accounted for, and we
discuss these in subsequent sections and the Appendix A.

Unless otherwise stated, all data shown are magic angle signals constructed
from signals recorded with pump and probe polarizations parallel (∆S∥) and
perpendicular (∆S⊥) via ∆SMA = (∆S∥ + 2∆S⊥)/3. All broadband spectra
(e.g. Fig. 6.2) shown are built up piecewise from pump/probe scans at 10–
12 discrete probe wavelengths, taking into account the wavelength-dependent
cavity finesse. To generate contour plots from the individual scans, a march-
ing squares algorithm is used for interpolation. In the case of data taken
with large amounts of Ar carrier gas, producing Ar clusters around the SA
molecules that suppresses internal conversion, signal amplitudes are scaled by
fluorescence signals recorded independently during the pump/probe measure-
ments [1]. For data taken with He carrier gas, the fluorescence signal was
too weak for the current instrument sensitivity, so the data are unnormalized.
However, when using He the molecule pickup is more stable than in the Ar
case, most likely due to the lower stagnation pressures and the lack of cluster-
ing, and we find good reproducibility across multiple data sets even without
fluorescence normalization.

Since the previously-measured ESIPT occurs below our instrument re-
sponse of ≈ 200 fs [7,8], fitting the rising edge of the signal to an error function
is used for aligning time zero for each scan in the spectrum. We verified that
the rising edge of the signal is indeed instrument-response-limited by separately
measuring the instrument response function at several probe wavelengths us-
ing 2-photon absorption in gas-phase carbon disulfide immediately following
an SA measurement as described in Chapter 5.

6.2.2 Modeling

A standard tool for analyzing transient absorption spectra is global analysis
(GA) [35], in which the transient absorption signal is modeled as a sum of decay
associated spectral (DAS) components Xn(λ) each with its own exponential
decay with characteristic time constant, τn, viz.

G(λ, t) = IRF(t)⊗
∑
n

Xn(λ) exp(−t/τn) (6.1)
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In equation (6.1) the GA model is convolved with a Gaussian instrument
response function IRF(t). For many CE-TAS experiments on molecules with
short-lived signals with τ ≪ 1/frep this standard GA model is sufficient since
the CE-TAS signal ∆S is essentially the same as TA signals recorded by con-
ventional transient absorption spectrometers. However, for data with long-
lived components, with τn ≳ 1/frep, it is more appropriate to use a modified
model which accounts for multiple excitation of the sample and reference-pulse
subtraction in the following manner

∆Smodel(λ, t) =
N∑
m=0

G(λ, t+m/frep)−G(λ, t+m/frep + Tpr) . (6.2)

In equations (6.1) and (6.2), G(λ, t) represents the intrinsic molecular dynam-
ics and ∆Smodel(λ, t) is the modeled CE-TAS signal. The time offset in the
subtracted signal is due to the reference pulse reaching the sample Tpr before
the probe. N is the approximate number of pump pulses that molecules see as
they fly through the focus. For the modeling shown here, we use N = 20, but
the DAS are not sensitive to this choice as long as it is much larger than 1.
Note that although the sample is excited by ∼ N pulses, as discussed in Chap-
ter 5 [1], the excitation density is sufficiently low that multiple excitation of the
same molecule is negligible. All experimental data is modeled using equation
(6.2), although for the isolated molecule with only one long-lived component
similar results are obtained using either (6.1) or (6.2). Also note that for mod-
eling CE-TAS data we use a wavelength dependent IRF. The fit parameters are
optimized by minimizing the reduced χ2 using a Levenberg-Marquardt global
fitting algorithm. A parallel model is used because the proposed relaxation
channels occur in parallel following the initial excitation and not in sequence.
Additionally, any photochrome signature in the fit is sufficiently slow such
that the DAS for the photochrome does not depend on whether a parallel or
sequential model is used.

6.2.3 Theoretical Calculations

All the theoretical calculations presented in this study utilize the excited
state trajectories derived from the previously published [196] molecular dy-
namics simulations conducted by one of the authors (EGH). Those calcula-
tions used the ab-initio multiple spawning (AIMS) method [228,229] for mod-
elling nonadiabatic molecular dynamics. The potential energy surfaces (PES)
were computed on-the-fly via complete active space configuration interaction
(CASCI) method, which employs a set of pre-determined orbitals to minimize
computational costs and ensure the generation of well-behaved PES [230]. The
orbitals were determined utilizing the Floating Occupation Molecular Orbitals
(FOMO) method [231–234], based on the Gaussian broadening of each or-
bital’s energy level at an electronic temperature parameter β=0.35 a.u. The
FOMO temperature serves as a crucial empirical parameter, capable of precise
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calibration to attain the desired orbital characteristics and accuracy. When
the temperature is excessively low, the FOMO orbitals regress to Hartree-
Fock canonical orbitals, which inadequately describe electronic excited states.
The dynamic electron correlation effects which are neglected by the CASCI
method were incorporated by using the density functional theory embedding
correction [235] with ωPBEh functional [236]. An active space of two elec-
trons in two orbitals was employed which is adequately flexible to accurately
describe the specific regions of interest on the S1 potential energy surface. We
will abbreviate this method ωPBEh-FOMO(0.35)-CAS(2,2)CI/6-31g**, going
forward.

The direct calculation of the spectroscopic observables from ab-initio molec-
ular dynamics simulations enables more definitive assignments of spectral fea-
tures than is possible by the indirect comparison of experimentally observed
lifetimes to simulations [19,24,237–239]. The TAS signal is computed theoreti-
cally from the AIMS simulations. The simulated spectra shown in this chapter
were generated by Arshad Mehmood from Ben Levine’s group at Stony Brook
University. A detailed description of the method for calculation of the TAS
spectrum is included in Appendix B, so here we provide only a short overview.
Representative geometries are systematically drawn from the AIMS simula-
tions via a clustering algorithm. Specifically, 80 distinct conformations are
sampled from each ≈ 24 fs window of the dynamics simulations, for a total
of 6720 structures. The ESA and SE are computed via three time-dependent
(TD-) CASCI method [227, 240] simulations at each geometry, with light po-
larized in the x, y, and z directions, respectively. In doing, we take advantage
of the fact that time-dependent electronic structure methods are a robust and
efficient method to compute molecular absorption spectra [241–245]. Previous
studies [227] conducted by one of the authors (BGL) have established that
TD-CASCI presents numerous advantages in comparison to the commonly
employed real-time time-dependent density functional theory and its imple-
mentations for the modern computational hardware allow us to use thousands
of geometries to simulate TAS at an affordable cost. To adequately account
for the excitations to the higher excited states, a larger (8,8) active space is
used to calculate the TAS spectrum and, to avoid possible convergence fail-
ure with employed active space, the FOMO temperature was reduced to 0.25
a.u, with the other parameters of the electronic structure method as described
above for the dynamics (ωPBEh-FOMO(0.25)-TD-CAS(8,8)CI/6-31g**). The
electronic wavefunctions at each geometry are excited by a δ function pulse
and then propagated for 45 fs with a 0.003 fs steps. Fourier transforms of
the resulting correlation functions provide spectra with a spectral resolution
of 0.11 eV (∆λ = 28 nm at λ = 450 nm; ∆λ = 74 nm at λ = 700 nm).
The ESA and SE signals are separately shifted by +0.944 and -1.595 eV re-
spectively to better agree with more trustworthy complete active space second
order perturbation theory calculations of ESA and the experimental absorp-
tion maximum [224], respectively. In total, the spectra presented required the
simulation of 0.9 ns of electron dynamics, which was enabled by our previously-
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reported GPU-accelerated direct TD-CASCI algorithm [227]. All electronic
structure calculations were carried out using the TeraChem software pack-
age [246–248]. Additional methodological details can be found in Appendix
B, and a separate paper focused on the theoretical method for computing TAS
is forthcoming [195].

To facilitate comparison with the experiment, we process the theoretical
TAS results in a manner analogous to how the experiment is performed and
analyzed. First, the theoretical TAS data from the AIMS/TD-CASCI are
sampled at points with 15 nm spacing with a 3 THz FWHM instrument re-
sponse, which approximately corresponds to the intracavity bandwidth with
which each experimental TA trace is recorded. The sampled dataset is then
further convolved with a 200 fs FWHM Gaussian in time.

Several sources of error are present in these calculations: statistical error
arising from trajectory sampling, as well as error inherent to the electronic
structure and dynamics simulation methods. We estimate that the majority
of the error is associated with physical approximation, not sampling. How-
ever, quantifying statistical error is not practical, because the application of a
clustering algorithm prior to computing the probe prevents us from seperating
the computed signal into contributions from individual trajectories without
performing a large number of additional electronic structure calculations.

6.3 Results

6.3.1 The Isolated Molecule

The TA of SA cooled in He carrier gas is shown in Fig. 6.2. Representative
pump/probe scans are shown in Fig. 6.2a) and the full TA spectrum in Fig.
6.2b). Note that the negative ∆S at negative time delays is due to long-lived
excited-state absorption in the signal on the blue side of the spectrum. The
origin of this pre time-zero signal is illustrated with examples in Appendix A.
This negative delay ∆S signal provides information on long-lived components
of the true TA signals, and these long-lived DAS are extracted via modeling
the full signal (i.e. both negative and positive delays) as discussed in section
6.2.2.

The SA ground-state minimum does not absorb in the visible range, there-
fore no bleach signal is considered [224], i.e. all negative signals are from stim-
ulated emission. From modeling of the decay of the polarization anisotropy
(i.e. the weighted difference between signals recorded with parallel and per-
pendicular relative polarizations) using the procedure of Felker et al. [187], we
estimate the rotational temperature in the expansion to be 80 K, well above
the condensation temperature of He, such that no clustering in the helium
expansion is expected or observed.

We fit the data using equations (6.1) and (6.2) with Xn ≡ An. The DAS
for the isolated SA are shown in Fig. 6.2c) for GA with two time constants
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Figure 6.2: CE-TAS of isolated jet-cooled SA molecule. a) Raw signals at
2 representative probe wavelengths. b) TA spectrum constructed from the
individual scans. c) DAS from global fit of b) with 2 components, normalized
to the maximum of A1. A1 and A2 are associated with time constants of
1.8 ps and >10 ns, respectively. Individual points are at the discrete probe
wavelengths which are combined for the full spectrum. The origin and meaning
of pre-time-zero signals is discussed in the text.
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(reduced χ2 = 1.9). The associated time constants are τA1 = 1.8 ps and τA2

>10 ns. The points shown on the DAS are the discrete probe wavelengths that
make up the spectrum. The same fit procedure was also tested for 1 (reduced
χ2 = 51.5) and 3 (reduced χ2=2.7) components.

The short-lived A1 is composed of both negative and positive features in
the spectrum indicating excited state absorption (ESA) and stimulated emis-
sion (SE) from the same state, and is the typical type of TAS signature seen for
excited-state proton transfer in many molecules [6, 249–251]. The 1.8 ps time
constant lies between those reported for gas-phase TRPES [7] and solution-
phase TAS [8, 223, 224]. The long-lived A2 extends out from blue edge of the
spectrum, is only positive, and remains nearly constant out to the maximum
delay of the instrument (700 ps). In the raw pump-probe traces, A2 also ap-
pears as a negative signal for wavelengths less than 530 nm which is accounted
for in the model as described in section 6.2.2. This feature is most likely
ground-state absorption from the long-lived photochromic state observed in
numerous previous experiments. The assignment and origin of this state is
further discussed in section 6.4.

In Fig. 6.3, we compare our TA spectra to those reported by Zió lek et
al [8] for SA excited at λ = 390 nm in acetonitrile. The data shown has
only a single global scaling to overlap the bluest probe value at 0.5 ps and
this scale factor is applied to all of the gas-phase data. The spectra show
remarkable similarity, without even a solvatochromic shift. Additionally, Mitra
and Tamai also measured solution-phase fs TAS of SA in several solvents and
there are only minor spectral shifts between their data and our gas-phase
measurements [223,224].

While we do not vary the excitation energy in our experiments, we do vary
the initial vibrational energy via coarse control of the temperature. The nozzle
is held at 155◦ C, and for an effusive beam (i.e. no carrier gas) or very low
carrier gas stagnation pressures (quasi-effusive beam) such that there is no
supersonic expansion, we expect the molecular temperature in the beam to
be approximately the same as the nozzle. In practice, we find the SA density
in the beam to be more stable for quasi-effusive beam, and record “hot SA”
data with 0.02 bar stagnation pressure of He. We have verified that identical
dynamics are obtained with quasi-effusive beam and with no carrier gas and
analyzing the rotational anisotropy, we find a rotational temperature for “hot
SA” of 420 ± 20 K for the quasi-effusive beam, consistent with the nozzle
temperature.

Fig. 6.4 compares pump/probe traces for “hot SA” with the quasi-effusive
beam and “cold SA” recorded with a He stagnation pressure of 0.1 bar. Higher
He stagnation pressures do not alter the signal significantly. The vibrationally
hot molecule decays slightly faster and shows a slightly larger amplitude for
the long-lived signal.
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Figure 6.3: Lineout comparison between TAS of the jet-cooled SA molecule
and in SA in acetonitrile (ACN) for different delay times. One global scaling
factor is used between the two datasets at all times. ACN data from [8].
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Figure 6.4: Comparison of SA dynamics under different molecular beam con-
ditions. “Cold” data are taken with 0.1 bar He stagnation pressure, giving a
supersonic expansion and jet-cooled molecules. “Hot” data are recorded from
a quasi-effusive beam. The SA:Ar data are taken with 1 bar Ar stagnation
pressure, forming large Ar clusters. a) λprobe = 490 nm. b) λprobe = 616 nm.
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Figure 6.5: Rotational dynamics of isolated SA vs. SA:Ar. CE-TAS sig-
nals with pump and probe pulses parallel (red) and perpendicular (blue) for
a) isolated jet-cooled SA and b) SA:Ar with 1 bar Ar stagnation pressure.
λprobe = 490 nm. Formation of large Ar clusters around the SA molecules
dramatically slows rotational dephasing.

6.3.2 Salicylideneaniline in Argon Clusters

To further understand the different parallel relaxation channels of SA, we
perform experiments on SA in Ar clusters which we denote SA:Ar. Similar to
a rare-gas matrix environment, Ar clustering can affect the dynamics in two
ways: (1) by providing a channel for the dissipation of vibrational energy and
(2) by providing steric hindrance to large amplitude motions, such as the iso-
merizations shown in Fig. 6.1. Figure 6.4 compares the CE-TAS signals for the
SA:Ar system to the isolated molecule. The SA:Ar signal decays much slower
in the clustered sample than in the hot or cold SA case. From our fluorescence
measurements, we can place a lower bound on the enhancement of the total
fluorescence yield of SA:Ar vs. isolated SA of 100x. Fluorescence enhancement
in SA has also been previously reported in matrix isolation studies [225]. The
data in Fig. 6.4 were recorded at 1 bar since this provided a workable, stable
signal for recording a full spectrum. Increasing the Ar pressure continues to
enhance this effect until the pump/probe signal is nearly constant out to 700
ps at a stagnation pressure of 2.5 bar.

We estimate the average cluster size by analyzing the rotational anisotropy.
Fig. 6.5 compares ∆S∥, ∆S⊥ data taken in a He expansion to an Ar expansion
with 1 bar stagnation pressure. The rotational anisotropy persists roughly
5 times longer due to the increased moment of inertia of the SA:Ar system.
Considering that the rotational dephasing time scales as 1/

√
B [187], where

B is the rotational constant, we estimate an average number of 15 Ar atoms
clustered to the SA molecules [252].

A full CE-TAS dataset for the SA:Ar system is shown in Fig. 6.6 with repre-
sentative scans shown in Fig. 6.6a) and the full spectrum in Fig. 6.6b). Just as
in the case of the individual lineouts discussed above, the entire spectrum de-
cays with a significantly longer time constant than in the cold SA case above.
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Figure 6.6: CE-TAS of SA:Ar from SA seeded in 1 bar of Ar. a) Pump/probe
traces at 2 representative probe wavelengths. The time axis shown changes
from linear to logarithmic at 10 ps to better show the signal at the negative
time delays. b) TA spectrum constructed from the individual scans. c) DAS
from global fit of b) with 3 components normalized to the maximum of B1.
τB1 = 24 ps, τB2 = 850 ps, and τB3 > 10 ns. Individual points are at the
discrete probe wavelengths which were combined for the spectrum.
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Figure 6.7: Theoretical TAS results from post-processed AIMS calculations
containing a) all geometries, b) only keto geometries, and c) only enol geome-
tries. d) DAS from a global fit of the spectrum in a). e) and f) show spectral
lineouts using the right axis at 100 fs from the corresponding keto and enol
spectra, respectively. See text for details regarding resampling and convolu-
tion with experimental resolution.

Despite the slower decay, the initial rise time remains instrument response
limited, indicating rapid ESIPT rates unaffected by the cluster environment.

We fit the data using equations 6.1 and 6.2 with Xn ≡ Bn. The DAS
from the fit are shown in Fig. 6.6c) for 3 components (reduced χ2=4.2). The
associated time constants are τB1 = 32 ps, τB2 = 1030 ps, and τB3 >10 ns. The
same fit procedure was also tested for 2 (reduced χ2 = 5.0) and 4 (reduced
χ2=4.1) time constants. The 4-component fit is shown in Appendix B(Fig.
B.5). The additional DAS for the 4-component fit has only a small amplitude
at all wavelengths and a long decay time not apparent in the raw data, and
thus was determined to be not significant. In general, the fits on the SA:Ar
data are worse than the He case due to increased noise from turbulence from
the higher pressure gas and scatter from bare Ar clusters.

The overall shapes of the DAS are nearly identical to the He case in Fig.
6.2b), indicating that the clustering is not modifying the electronic energies
significantly. The only major change in the fit results is the additional compo-
nent B1. B1 and B2 are nearly identical to each other and to A1 which most
likely indicates that the monoexponential A1 feature in cold SA becomes a
biexponential B1 → B2 decay in SA:Ar. Previous fluorescence measurements
in matrix isolation also observed biexponential decay in the fluorescence [225].

6.3.3 Simulated spectrum

The simulated TAS spectrum is presented in Fig. 6.7a). The raw theoret-
ical data is presented in Appendix B Fig. B.8. Just as for the experimental
data, a global fit was applied to the theoretical data, with Xn ≡ Cn in equa-
tion (6.1). Fig. 6.7d) shows the DAS from a global fit to the data with 2
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components. The associated time constants are τC1 = 0.62 ps and τC2 = 20 fs.
Removing or adding components resulted in either a poor or non-physical (i.e.
two nearly identical time constants) fit. The trajectories in the AIMS simu-
lations performed by Pijeau et al. were ended once the initial S1 wavepacket
population decayed below 0.01, so there is no contribution of trajectories on
the ground-state surface to the spectrum [196]. Importantly, this means that
the photochrome signal is not present in the simulated TAS dataset, but we
address this drawback with static calculations discussed below.

A major benefit of directly computing experimental observables from theo-
retical trajectory data is that it is possible to analyze the spectrum by decom-
posing it into contributions that correspond to different molecular structures.
To analyze the signature of proton transfer, we separate the spectrum into
contributions from only keto or enol geometries by comparing O-H and N-H
distances along the proton transfer coordinate. When dO-H − dN-H is positive
(negative), these geometries are labeled enol (keto). The spectral contribu-
tions from the keto and enol tautomers are shown in figures 6.7b) and 7c),
respectively. For comparison with the DAS of Fig. 6.7d), we plot lineouts of
the spectra at 100 fs in Fig. 6.7e) and 6.7f). From this comparison, it is clear
that the C1 DAS corresponds to the keto spectrum after ESIPT.

C2 on figures 6.7d) and 6.7f) is entirely negative across most of the spectrum
representing prompt, broadband stimulated emission from enol tautomers dur-
ing only the first ≈ 100 fs. The C2 component corresponds well with the
prompt enol geometry signal seen in Fig. 6.7f), corresponding to near-planar
enol geometries before and during ESIPT.

To further understand the spectral contribution from the CN twist relax-
ation mechanism, we filter the enol-only spectrum by CN twist angle, shown
in Appendix B Fig. B.9 for signals from geometries with angles less than 140◦.
In the ground state, this angle is 180◦ for a planar orientation and ≈ 90◦ near
CI2 [12, 196] so any features on Appendix B Fig. B.9 should be signatures
of the internal conversion towards CI2. Within the experimental observation
window of 450-700 nm, all absorption or emission features from twisted enol
geometries are more than an order of magnitude smaller than the main spec-
tral components in Fig. 6.7a). Thus, the CN twist channel may be present,
but it is unlikely discernible in the TAS signal.

Separate from the AIMS/TD-CASCI calculations we perform several TD-
CASCI calculations at fixed geometries for the ground state local minima
found by Ortiz-Sánchez et al [12]. The calculated absorption spectra for both
prospective photochrome conformers are included in Appendix B Fig. B.10.
Our calculated trans keto photochrome (shown in the bottom right box of Fig.
6.1) spectrum has an absorption peak centered near 480 nm. We also calculate
the absorption spectrum of the Ortiz-Sánchez’s twisted enol minimum (shown
in the bottom left box of Fig. 6.1), and found absorbance at ≈ 300 nm which
is beyond the range probed in this experiment.
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6.4 Discussion

Our overall proposed scheme for dynamics in both the isolated molecule
and SA:Ar is shown in Fig. 6.8. Much of the dynamics is born out in the
global analysis of the TA spectrum, which we describe step by step below.

In the isolated molecule, the initially excited enol quickly undergoes ESIPT,
giving rise to the classic ESA/SE signature seen in the GA component A1. We
assign A1 to the fluorescent keto state, and this assignment is consistent with
the theory component C1 and the keto-filtered theory data of figure 6.7b).
This assignment is also in accord with previous work on SA and other ESIPT
molecules. At longer delays, after the fluorescent state has decayed, we assign
the remaining long-lived signal, captured by A2 to the keto photochrome.
This assignment is supported by the correspondence between A2 and other
reported spectra of the metastable photochrome state [8, 213–215, 222, 224]
and also our calculated absorption spectrum for the trans keto minimum. We
do not observe any signatures of the initially excited enol (C2 and Fig. 6.7c)
in the experimental data, most likely due to our time resolution and excess
pump energy, but we do note that it was observed in solution by fluorescence
upconversion. [226].

The 1.8 ps decay time of the excited keto state we observe is significantly
slower than those observed in gas-phase TRPES by Sekikawa et al [7]. This
highlights the role of the observable on the measured dynamics, since nominally
these two measurements are taken under the same molecule and excitation
conditions. The shorter lifetime measured by TRPES could be due to energy
windowing effects, [19, 20, 253] especially since the TRPES study was done
using 1+2 photoionization [7].

Comparing to solution phase work, the gas-phase TA spectra very closely
correspond to those measured in solution, as shown in the raw data in figure
6.3. This is not unexpected since the TA spectrum shape has been previously
shown to be relatively insensitive to the choice of solvent. [223,224]. Regarding
the dynamics, our 1.8 ps time constant is slightly shorter than the shortest S1

keto lifetimes reported in solution phase work. A range of solution-phase life-
times measured via TAS between 3.5 and 50 ps have been previously reported,
with a strong solvent dependence [8, 223, 224]. The faster internal conversion
in the absence of solvent supports the mechanism of internal conversion oc-
curring at geometries very twisted compared to the ground state, as solvent
can impede or slow down this large-amplitude motion.

Previous gas-phase experiments on SA varied the internal energy by chang-
ing the excitation wavelength. Sekikawa et al. observed a larger long-lived
photochrome signal as the excitation energy was increased and assigned this
feature to enhanced ESIPT with larger excitation energy due to barriers to ES-
IPT at twisted geometries [7]. In our experiment, we vary the internal energy
of the molecule via large changes in temperature. Notably, we find that the
appearance of the fluorescent keto signal (A1) is equally prompt for both the
hot SA and cold SA as shown in Fig. 6.4, and thus find no evidence for a delay
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in the ESIPT at lower internal energies. However, we do find that the pho-
tochrome yield is higher for the vibrationally excited molecule, in accord with
Sekikawa et al. We attribute this latter effect to the photochrome being formed
from vibrationally excited keto molecules as illustrated in Fig. 6.8a). This was
previously proposed by Rosenfeld et al [214] and others [215,216,224,225], but
has since been disputed [7,8,222]. This conclusion is further supported by the
impact of Ar clustering on the dynamics as discussed below.

While the clustering of SA with Ar has dramatic changes on the observed
dynamics of the fluorescent state, captured by GA components B1 and B2,
the spectrum of the fluorescent keto state is essentially unchanged. This is
not unexpected given the weak solvent dependence observed in previous TA
work. [223,224]. Our justifications for assigning B1 and B2 to the excited keto
are the same as discussed in the isolated molecule, namely correspondence
with theory and previous work. The keto lifetime increases from 1.8 ps to
a biexponential decay with τB1 = 32 ps and τB2 = 1030 ps when measured
with 1 bar Ar stagnation pressure. These lifetimes continue to increase with
increasing Ar carrier pressure, which we attribute to increasing the fraction of
SA molecules in the beam clustered with Ar.

As mentioned before, Ar clustering can affect the dynamics in two ways:
(1) dissipation of vibrational energy and (2) steric hindrance of large amplitude
motions. From the hot/cold comparison in the isolated molecule, where we
observe only a small effect of vibrational energy of the dynamics, we conclude
that the dominant effect is steric hindrance. Ar atoms clustered around the
central bonds can inhibit the large rotation necessary to reach CI1. Similar
overall trends were observed in SA in different environments using ps time-
resolved fluorescence, with only minor changes (factors of 2-5) in lifetimes
across a wide range of solvents and a few hundredfold increase in matrices and
glasses [225].

While the excited keto population giving rise to fluorescence is stabilized
upon clustering with Ar, the photochrome yield we observe (captured by B3),
as judged by the ratio of the photochrome signal compared to the initial TAS
signal amplitudes, is the same in SA:Ar as the isolated molecule. This strongly
supports a parallel channel for the production of the photochrome, separate
from the relaxed fluorescent keto state. After ESIPT, keto geometries are
formed with a wide range of internal energies. The B1 and B2 DAS components
are very similar, indicating a similar electronic state and geometry, and we
assign B1 to the hotter portion of the keto population. The absence of a
spectral shift between B1 and B2, i.e. B2 is not a shifted IVR product of
B1, further supports a parallel model. In the proposed dynamic scheme of
Fig 6.8b), the vibrationally more energetic population of keto geometries is
formed promptly and reaches CI1 more easily. This “hotter” population can
then continue to isomerize on the ground state to the trans keto photochrome
state. Note that the initial internal energy is similar in the cold isolated and
SA:Ar cases, and thus the hot keto population fraction and photochrome yields
are the same, whereas the photochrome yield for the hot isolated molecule is
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larger than both jet-cooled SA and SA:Ar.
The vibrationally cooler population, to which we assign to B2, like A1,

represents the state responsible for fluorescence. Instead of forming the pho-
tochrome, this population returns to the ground state cis keto and, eventu-
ally, undergoes back proton transfer to the S0 enol minimum. In this model,
the initially excited enol is the common precursor to both channels that pro-
duce the photochrome and fluorescent state, as proposed by Zgierski and
Grabowska [216]. Note that biexponential nature and hot keto population
is not observed in the isolated molecule case because the hot population can
go through CI1 and form the photochrome much more quickly, and this is not
resolvable with our time resolution. The major difference between the isolated
and SA:Ar cases, highlighted in Fig. 6.8 is the relaxation mechanism from the
relaxed fluorescent state. In the isolated molecule, this decay to the ground
state keto takes 1.8 ps and occurs predominantly via internal conversion to
CI1 due to the short excited state lifetime and reduced fluorescence yield. In
SA:Ar, the clustering shuts off the internal conversion pathway and forces ra-
diative decay to be the dominant pathway which we observe as an increase in
fluorescence and excited state lifetime.

6.5 Conclusions

In this chapter we have combined cavity-enhanced transient absorption
spectroscopy with AIMS/TD-CASCI calculations to study the dynamics of
salicylideneaniline after excitation to S1. This study introduces several new
paradigms in ultrafast spectroscopy. For one example, our experiments on SA
in Ar clusters are analogous to matrix isolation, where ultrafast spectroscopy
has previously been very difficult and limited mostly to “action”-based meth-
ods based on fluorescence detection [254–256]. Using the CE-TAS method
we have shown how one can effectively record conventional ultrafast transient
absorption (i.e. direct absorption) measurements in rare-gas matrix environ-
ments with rapid sample refreshment. For another example, we have shown
how long-lived TA signals with lifetime τ ≳ 1/frep can be recovered via careful
analysis of data at negative pump/probe delays and the modified GA model
of equation (6.2). These new techniques can be applicable for both future
CE-TAS studies and other ultrafast spectroscopy contexts.

The TD-CASCI technique presented here allows for quickly simulating TAS
spectra from AIMS calculations which, when compared to experimental spec-
tra, facilitate spectral assignment. Additionally, processing the simulated and
experimentally measured data in an identical way further helped assign dynam-
ics. With gas phase TAS measurements, we are measuring the free molecular
dynamics which makes direct simulation easier without the need for solvent
models.

By combining these new experimental and theoretical techniques, we pro-
vide insight into the relaxation dynamics of SA, summarized in Fig. 6.8. In
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Figure 6.8: Proposed relaxation mechanism and photochrome pathway in a)
isolated SA and b) SA:Ar. Dashed lines indicate absorption of light and solid
lines are emission. Labels indicate DAS features from global analysis. In the
isolated molecule, a), the initially excited enol undergoes ESIPT and generates
the keto tautomer with a wide range of internal energies. The hottest of which
immediately internally convert to CI1 and isomerize to the photochrome. The
colder population in the relaxed fluorescent state also decays via CI1, but
eventually returns to overall enol ground state. In SA:Ar, b), the the presences
of the Ar cage slows down photochrome generation (∼ 0 → 24 ps) and traps
the vibrationally cold keto population such that it can only decay radiatively
(1.8 ps → > 1 ns).
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general, we find stronger agreement with the time constants and interpreta-
tions from previous solution-phase TAS work although we do agree with the
trends found in TRPES. By comparing and contrasting with previous work and
reinterpreting within the scope of our analysis we hope to provide a more uni-
versal model. After prompt ESIPT, keto geometries are formed with a broad
energy distribution, the hottest of which rapidly internally convert through
CI1 and isomerize to the trans-keto photochromic state. The colder keto pop-
ulation relaxes more slowly through CI1 to reach the cis-keto ground state in
1.8 ps for the isolated molecule and eventually return to the enol S0 minimum.
Increasing the internal energy by lowering the gas pressure results in more hot
keto population and more yield of the long-lived photochrome. Embedding
the SA molecule in Ar clusters sterically hinders isomerization such that only
the hot keto population can undergo internal conversion to the photochrome
state, with a dramatic increase in the S1 lifetime recorded in TAS and also
the fluorescence yield. We find no experimental evidence for the proposed
secondary enol twist relaxation channel, but our calculations indicate that it
likely lies outside our detection window.
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Chapter 7

Intersystem crossing, proton
transfer, and photolysis in
ortho-nitrophenol

7.1 Introduction

Ortho-nitrophenol (ONP), shown in Fig. 7.1a), has attracted significant
interest in the past 20 years as a potential source of nitrous acid (HONO) and
the hydroxyl radical (OH) in the atmosphere [257–261]. ONP is produced from
combustion in automobiles and other industrial processes including biomass
burning [262–264]. In the atmosphere, ONP can absorb sunlight and photolyse
to produce OH or HONO which contribute to smog and ozone formation as
well as facilitate secondary organic aerosol formation [265]. Because of its role
as a pollutant, understanding the mechanisms driving the photolysis processes
in ONP is a complex and important problem in atmospheric chemistry. Also,
from a fundamental chemistry perspective, there has been significant interest
in understanding the photoreactivity and charge-transfer properties found in
many nitroaromatic compounds, including ONP [266,267].

As shown in Fig. 7.1a), ONP is planar in the ground state with a stabilizing
internal hydrogen bond between the hydroxyl and nitro groups [268]. ONP

a) b)

Figure 7.1: a) ortho-nitrophenol b) aci -nitrophenol
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Figure 7.2: Dominant relaxation pathways proposed by Xu et al. [9]. Red lines
indicate ISC and black lines are internal conversion. ONP photoexcited to S1

rapidly undergoes ISC followed by internal conversion to T1 where it either
converts back to the ground state, remains trapped, or undergoes ESIPT.

absorbs in a broad range in the UV with two main bands corresponding to
excitation to S1 ← S0 with a maximum near 355 nm or S4 ← S0 with a maxi-
mum near 260 nm [10,259]. After photoexcitation, there are several proposed
competing decay channels in ONP involving internal conversion, intersystem
crossing, and fragmentation.

When excited to the S1 state, excited-state intramolecular proton transfer
(ESIPT) can occur rapidly along the internal hydrogen bond, moving the pro-
ton from the hydroxyl group and forming a HONO side chain. This structure,
called aci -nitrophenol (aci-NP), is shown Fig. 7.1b) and has been confirmed by
infrared spectroscopy following UV irradiation [269]. After ESIPT, the aci -NP
side chain can fragment either at the C-N bond, producing HONO, or at the
upper O-N bond, producing OH. Additionally, photolysis channels involving
the production of NO have been proposed [11] and recently confirmed when
excited at 266 nm [270,271].

Due to the strong spin-orbit coupling present in many nitroaromatic com-
pounds [272,273], ONP is thought to undergo rapid intersystem crossing (ISC)
to the triplet manifold where internal conversion and fragmentation can occur.
No fluorescence has been recorded from ONP, indicating rapid depopulation
from the singlet manifold. Studies by Vereecken et al. and Guo et al., us-
ing quantum chemistry methods and RRKM calculations both found OH and
HONO production to be more favorable from the lowest triplet state than the
singlet states [11, 14]. Additionally, rotationally-resolved laser-induced fluo-
rescence studies of the photolysed OH produced from ONP appeared to come
from a triplet parent [260].
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Tracking and understanding the complex and rapid relaxation dynamics in
photoexcited ONP is a challenge ideal for ultrafast spectroscopy. Several stud-
ies have been performed, both experimentally and using theoretical dynamics
simulations. In the gas phase, Ernst et al. recorded the dynamics excited to
S1 with time-resolved photoelectron spectroscopy [10]. They found evidence
of prompt ESIPT within 14 fs, a long-lived signal which the authors assigned
to a trapped population in the triplet T1 state, and a 130 fs time constant
assigned to the S1 lifetime before reaching a conical intersection (CI) to the
ground state. This CI, identified theoretically by the authors, involves a 90◦

out-of-plane twist of the HONO group after ESIPT [10]. Also in the gas phase,
Nitta et al. [258] performed similar TRPES measurements on S1 with an XUV
photoionization probe. The authors interpreted a delayed photoelectron signal
as a signature of HONO formation proposed to occur from the triplet mani-
fold. Otherwise, they generally agreed with the dynamics interpretation from
Ernst et al. [10].

In the solution phase, Ernst et al. also performed transient absorption
(TA) spectroscopy on S1 [10]. They found prompt stimulated emission (SE)
in the range of 500-1100 nm lasting only 200 fs and overlapping excited-state
absorption (ESA) features from 480 to 600 nm decaying biexponentially with
400 fs and 9 ps time constants in n-hexane. They assign the SE and fastest
ESA components to the same S1 internal conversion via CI as their TRPES
work and the longer-lived ESA component to internal conversion in the triplet
manifold. Additionally, in some solvents they observe a long-lived component
assigned to the trapped T1 population.

To understand the competing ultrafast processes in ONP, Xu et al. per-
formed static CASSCF calculations to find CI and ISC points followed by
trajectory surface hopping dynamics simulations [9, 13]. They found several
possible relaxation mechanisms, summarized in Fig. 7.2 using the labeling
schemes from the original works. After excitation, Xu et al. propose rapid
ISC to T2 followed by internal conversion to T1. A portion of the molecules
remain trapped in the T1 minimum while the rest either undergo ESIPT or
undergo ISC again back to the S0 minimum without proton transfer occurring.
The dynamics simulations do not include any fragmentation channels.

The competition between different decay channels clearly makes interpret-
ing experimental signals difficult and theory complex. The disagreement be-
tween gas and solution phase work also complicates the assignment of features.
To help bridge the gap between solvent environments, here we perform gas-
phase transient absorption measurements on ONP excited to S1(π, π∗). We
also investigate the affect of temperature and cluster environment on the dy-
namics. Additionally, we build off previously published theoretical work with
additional calculations to help assign the stimulated emission signatures and
fragmentation pathways.

In general, our measurements agree more with the solution-phase TA work
but disagree with the dynamics model of Ernst . [10]. We find fast ISC in ONP
as well as possible fragmentation signatures and rapid internal conversion,
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consistent with some of the decay channels proposed by Xu et al. [9].

7.2 Methods

7.2.1 Experimental

ONP was purchased from Sigma-Aldrich (98%) and used as received. The
solid sample is placed in a stainless steel sample cell and was heated to 70◦ C
to increase vapor pressure. The spectrometer is described in detail in Chapter
5 and [1]. For all measurements discussed, the interaction region is 3 mm
above the nozzle. The 355 nm pump pulse is not cavity-enhanced and the
average pump power is 400 mW. Since there is no measurable fluorescence
or phosphorescence signal from ONP, there is no point-by-point scaling to
compensate sample drift. However, there is no discernible signal drift over
sequential scans and no large changes between scans taken on different days, so
sample drift normalization is not necessary. Separate probe wavelength scans
are scaled by pump power as well as cavity finesse as discussed in Chapter 5.
Unless otherwise specified, He is used as carrier gas at a stagnation pressure of
0.3 Bar. An independent instrument response function (IRF) recorded from 2-
photon absorption in gas-phase carbon disulfide, as discussed in Chapter 5, is
recorded at every probe wavelength immediately following ONP scans except
at 658 and 678 nm where the data is fit with an error-function for the IRF.

7.2.2 Modeling

We fit the spectrum using global analysis [35] and include the long-lived
signal “artifact”, similarly to Chapter 6:

∆Smodel(λ, t) =
N∑
m=0

G(λ, t+m/frep)−G(λ, t+m/frep + Tpr) (7.1)

where ∆S represents the background-subtracted signal recorded in the exper-
iment. Tpr is the probe/reference delay time equal to 5 ns, and G(λ, t) is a
traditional global analysis model. We sum over N = 20 previous experiments
to model the background absorption feature. For the MA spectrum, we assume
a model consisting of n parallel exponential decays with time constants, τn, and
decay associated spectra (DAS), An convolved with a wavelength-dependent
IRF, i.e,

GMA(λ, t) = IRF(t)⊗
∑
n

[
An(λ) exp(−t/τn)×H(t− tshiftn )

]
(7.2)

where H(tshiftn ) is the Heaviside function and a tshiftn is a free time zero shift
parameter on each decay component. During the fitting procedure, tshiftn is
only allowed to be positive to ensure that the relaxation channels can only
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begin after the independently-measured time zero. Using time zero as a fit
parameter was used in previous studies, due to ESIPT, ISC, or non-exponential
dynamics [10,258]. We assume a parallel model because several of the proposed
relaxation pathways are thought to occur simultaneously [9, 13] and there is
no experimental consensus for a particular sequential dynamic model. The
difference between the fit and experimental/simulated data is minimized using
a Levenberg–Marquardt fit algorithm.

Additionally, to help disentangle overlapping dynamics and more defini-
tively assign spectral signatures, we apply global analysis to the signals taken
with parallel and perpendicular pump/probe polarizations separately as de-
scribed in [274,275]. These signals include a rotational component relative to
the orientation-averaged MA signal due to the relative alignment of the tran-
sition dipole moment (TDM) for the pump and probe excitations. The pump
excitation preferentially excites the molecules with TDMs more aligned with
the laser polarization which the polarized probe pulse then samples using the
excited-state TDMs. This distribution leads to an initial rotational anisotropy,
r0, which is bounded from -0.2 for pump/probe TDMs perpendicular to 0.4
for parallel [51, 276]. The pump-induced anisotropy decays in time from the
initial value either due to rotational dephasing or transition dipole moment
reorganization [187, 277, 278]. The parallel and perpendicular TA signals,∆I||
and ∆I⊥, can be constructed from the purely electronic magic angle signal,
∆IMA, and the time-dependent anisotropy R in the following way [274]

∆I|| =
1

3
IMA [1 + 2R] (7.3)

∆I⊥ =
1

3
IMA [1−R] (7.4)

To model the parallel and perpendicular polarization signals, a modified
global analysis model including orientational effects is used. The parallel and
perpendicular signals are constructed via combinations of the MA signal from
Eqn. (7.2) and the anisotropy, Rmodel

n (t), analogous to Eqn. (7.3) and (7.4):

G||(λ, t) =
1

3
IRF(t)⊗

∑
n

An(λ) exp(−t/τn)
[
1 + 2Rmodel

n (t− tshiftn )
]
H(t− tshiftn )

(7.5)

G⊥(λ, t) =
1

3
IRF(t)⊗

∑
n

An(λ) exp(−t/τn)
[
1−Rmodel

n (t− tshiftn )
]
H(t− tshiftn )

(7.6)

The time zero free parameter from Eqn. (7.2) also applies to the rotational
component due to the Heaviside function.

Rotational anisotropy is assumed to decay exponentially from the initial
anisotropy:

Rmodel
n (t) = Bn exp(−t/Φn) (7.7)
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In this associative model [274, 275], each MA component has an independent
rotational component with an initial amplitude corresponding to the TDM of
spectral feature i.e., Bn = r0 for each transition. During the fit, Bn is bounded
to [-0.2,0.4]. For ONP, the electronic dynamics are completed within the first
≈ 1 ps, while the expected rotational time constant is several times longer, so
Φn does not contain much actual information and the value returned from fits
is large with a significant error. This results in the fit optimization essentially
ignoring the time dependence of Rmodel and just varying each component’s Bn,
and therefore r0.

Long-lived “artifacts” from reference subtraction are included via the full
fit to the data obtained by inserting Eqns. (7.5) and (7.6) into Eqn. (7.1). To
optimize the orientational parameters with global analysis, the output time
constants from the MA fit are used as initial conditions for a combined fit
which minimizes the error between the model and experiment for MA, parallel,
and perpendicular signals simultaneously. The DAS and MA time constants
do not change appreciably when fitting the orientational components.

7.2.3 Theoretical calculations

To help assign spectral features, ab-initio calculations are performed using
geometries from previous work. Based on the dynamics work of Xu et al. in refs
[9,13], we calculate TDMs at several geometries of interest in both the singlet
and triplet manifolds and adopt the naming conventions from the original
work. For the current study, we focus on the geometries which contribute an
SE signal to help assign the experimental component discussed in Section 7.3.
The same level of theory as the original work is used, 6 state averaged complete
active space self-consistent field with an active space of 10 electrons in 10
orbitals (SA-6-CASSCF(10,10)) and the 6-31G(d, p) basis. These calculations
were done using Molpro 2020.2 [279] with the assistance of Arshad Mehmood
from Ben Levine’s group at Stony Brook University.

To compare to the retrieved anisotropy parameter from global analysis
discussed above, we calculate a theoretical r0 from the returned simulated
TDMs as in [280–282]:

r0 =
1

5
(3 cos2 ∆θ − 1) (7.8)

where ∆θ is the angled between the pump TDM and the excited state TDM.
As discussed in the introduction, several theoretical studies and experi-

ments have indicated that ONP can be photolysed to form different possible
fragments. Two theoretical studies have investigated the different possible
fragmentation pathways possible. The first, from Vereecken et al. [11] using
quantum chemistry methods combined with RRKM calculations, found several
channels possible occurring in both the triplet and singlet manifolds, produc-
ing OH or NO radicals as well as HONO. These small fragments are known
experimentally to not absorb in the visible range [283, 284], but the aromatic
parent fragment may have absorption within our probe range. To determine
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if there is any spectral contribution from these structures following fragmen-
tation, we calculate transition energies for several geometries provided by the
authors using time-dependent density functional theory (TDDFT) with the
CAMB3LYP functional and 6-31G(d, p) basis set. Nearly all the fragments
are open-shell radical molecules so an unrestricted Hartree Fock reference is
used. Additionally, Guo et al. [14], performed a similar study on the fragmen-
tation channels leading towards OH and HONO production, and we perform
TDDFT simulations on the parent fragment geometries provided by the au-
thors as well. All fragment calculations are performed in GAMESS-US 2021
(R1) [285]. Naming conventions from the original works will be used with the
first author name for clarity.

7.3 Results

7.3.1 Isolated Molecule

The magic angle (MA) TAS of the jet-cooled, isolated ONP molecule in
He carrier gas is shown in Fig. 7.3a). Individual lineouts at selected probe
wavelengths and for different pump/probe relative polarizations are shown in
Fig. 7.4. Due to the short-lived electronic dynamics and complex orientational
reorganization which will be discussed below, rotational temperatures in the
molecular beam cannot be estimated simply using the methods described in
previous chapters. The molecule in the ground state does not absorb in the
probe range, so all negative signals are due to spontaneous emission [10].

Figure 7.5 shows comparisons at 473, 572, and 696 nm to the TA recorded
in n-hexane from Ernst et al. at similar probe wavelengths [10]. These scans
are scaled to the make the peak positive signal the same at each probe wave-
length. The more rapid decay of stimulated emission in the solution phase
measurement is most likely due to the time resolution, which the authors re-
port as being less than 200 fs, being shorter than our current instrument [10].
Overall we find close agreement between the two experiments, a surprising
trend observed in the gas-phase TA experiments we have performed so far.

The MA spectra in Fig. 7.3 is satisfactorily modeled with 3 or 4 time con-
stants using Eqns 7.1 and 7.2. In order to capture the orientational dynamics,
which will be discussed below, 4 components are necessary. The DAS for a 4
component fit are shown in Fig. 7.3b) and the associated time constants are
summarized in Table 7.1. This fit includes a time shifts on all components
as shown in Eqn. (7.2). The inclusion of these shifts improved the fit residu-
als, particularly in the middle of the spectrum where the SE and ESA from
multiple components overlap, but it had little effect on the time constants or
DAS.

The two DAS components with short time constants, A1 and A2, have
very similar fit parameters except they are opposite signs. A1 is negative
across the whole spectrum representing broadband SE. A2 is positive for all
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Figure 7.3: TA of isolated ONP a) Full MA spectrum recorded in 0.3 Bar
stagnation pressure of He. b) DAS from global analysis fit with 4 components.
Note that the amplitude of A4 is multiplied by 10.

n τn tshiftn r0 Φn

1 90 fs 20 fs 0.38 7 ns
2 120 fs 20 fs 0.24 5 ns
3 420 fs 190 fs 0.35 > 10 ns
4 >10 ns 430 fs 0.08 > 10 ns

Table 7.1: Summary of fit results for global analysis of the MA and polarized
signals.
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wavelengths, indicating broadband ESA. Since the two components have very
similar time constants and shifts, both features are most likely emission and
absorption from the same initially excited state. The two transitions have
different TDMs, which is why they require separate fit components. The ESA
and SE overlap in across the whole probe range but, as can be seen in the data,
SE is dominant for redder wavelengths. For a 3 component MA fit, these two
features are combined into one DAS with both positive and negative features.

A4 is a small contribution on the blue edge of the spectrum and is observ-
able out to the maximum scan range of the current instrument (700 ps) without
change and is also responsible for the pre-time zero signal. This feature is most
likely long-lived absorption from a trapped triplet state or a fragment left af-
ter photoinduced dissociation as discussed above. The time-zero shift on A4

appears to be an artifact of the fitting process, as several fits optimized to dif-
ferent values with similar goodness-of-fit. The intermediate DAS component,
A3, is a relatively flat, broadband ESA feature which begins at a delayed time.
It is not clear from the fits if this warrants a kinetic model or if the generation
of this state occurs in parallel via a dark precursor. The assignment of these
features is discussed in more detail in section 7.4.

To further understand the dynamics of the isolated molecule, we model the
parallel and perpendicular signals using Eqns. 7.1, 7.5, and 7.6. The results
of the fit are shown in Fig. 7.6, comparing the, a), experimentally measured
to, b), modeled anisotropy calculated from R(t) = (∆S|| −∆S⊥)/∆SMA. The
artifacts shown on both the experiment and model plots observable as large
positive or negative features are due to division-by-zero errors when calculating
R(t).

As indicated in Chapters 5 and 6, measured rotational anisotropies typi-
cally decay on the few ps timescale for similarly-sized molecules under similar
molecular beam conditions. Most of the electronic dynamics of isolated ONP
are completed within the first 1 ps after excitation, therefore the fit was largely
insensitive to the orientational time constants, Φn. The initial anisotropy, r0
for each MA component is summarized in Table 7.1. The dependence on r0 in-
dicates that each MA component is recorded from a transition with a different
excited-state TDM, as discussed in section 7.2.2. The orientational dynamics
show clear evidence for the necessity of including tshiftn in the fit. The line of 0
values across the anisotropy around 250 fs in both the experiment and fit in
Fig. 7.6 are a signature of a rapid change in transition dipole moments. This
feature is captured by tshift3 on A3. This unexpected feature will be discussed
below in section 7.4. Additional fits were also performed with more orienta-
tional components as well as with wavelength-dependent r0 but the fit was not
improved.

7.3.2 Temperature, and carrier gas dependence

To assist with the assignment of the dynamics in the isolated molecule,
scans are performed with higher internal energy using an effusive beam source.
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Figure 7.4: TA signals with pump/probe relative polarizations parallel, per-
pendicular, and at the magic angle. Magic angle data is orientation-averaged
whereas the polarized signals reveal transition dipole moment information.
Recorded at probe wavelengths of, a), 473 nm, b), 509 nm, c), 696 nm.
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Figure 7.7: Dependence of signal on rotational temperature for hot (≈ 365K)
and jet-cooled (≈ 80K). Scans recorded at probe wavelength of, a), 472 nm
and, b), 626 nm
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Figure 7.8: Comparison of isolated ONP signal with dynamics in the clustered
ONP:Ar system. Isolated signals recorded in 0.3 Bar stagnation pressure of He.
ONP:Ar signal recorded with 2.6 Bar Ar stagnation pressure. Scans recorded
at probe wavelengths of, a), 455 nm and, b), 581 nm.

The results are shown, compared to the isolated jet cooled signal, in Fig. 7.7
at 2 probe wavelengths of, a), 472 nm and, b), 626 nm. The data shown is
normalized to the maximum of the absolute value of the signal. The nozzle for
the source is heated to ≈ 365K for the “Hot” sample. Assuming similar cooling
to the previous study in Chapter 6, the jet cooled sample has a rotational
temperature of ≈ 80K.

Overall, changing the internal energy seems to have a small effect on the
dynamics. At 472 nm in Fig. 7.7a), where there is no SE, there is very
little effect to the signal. There is a small difference in the intermediate time
constant, corresponding to the A3 DAS feature in Fig. 7.3b), that is observable
around 1 ps.

At 626 nm in Fig. 7.7b) where ESA and SE overlap, the effect of tempera-
ture is more pronounced. The hot data shows a much larger proportion of ESA
compared to the SE which is indicative of an energy-dependent decay channel
in the excited state which favors the longer-lived ESA feature at increased
temperatures, similar to the effect discussed in Chapter 6. This corresponds
to either an increase of DAS component A3 and/or a decrease in A1 from the
global fit in Fig. 7.3b). Even though the ratio of ESA and SE are changed,
the associated time constants are unaffected, consistent with the results at 472
nm.

As discussed in Chapter 6, by using Ar carrier gas instead of He we previ-
ously observed Ar cluster formation leading to hindrance of internal conversion
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channels which require large internal motion. We perform the same compar-
ison measurements here, shown in Fig. 7.8 for probe wavelengths of, a), 455
nm and, b), 581 nm for the dynamics in the clustered ONP:Ar sample vs the
isolated, jet cooled molecule. The Ar carrier gas stagnation pressure is 2.6
Bar. In the case of ONP, we cannot use the decay of the rotational anisotropy
for further confirmation of cluster formation as discussed in Chapter 6 for sali-
cylideneaniline. This is because, as discussed previously, the dynamics of ONP
are completed before the loss of anisotropy is expected to occur.

Similar to the effect of temperature, the major change to ONP:Ar signal
is on the intermediate time constant associated with A3. At both example
wavelengths in Fig. 7.8, the prompt signal is unchanged. The predominant
effect is observed as an increase in the intermediate ESA time constant, τ3,
which increases substantially, from 400 fs to ≈ 2 ps without any discernible
changes to the relative amplitude. The hindrance related to this affect will be
discussed in section 7.4.

7.3.3 Calculated transition dipole moments

The SE transitions and expected rotational anisotropy calculated from sev-
eral geometries from the works of Xu et al. [9, 13] are summarized in Table
7.2. The first column is the ONP geometry of interest, adopting the naming
convention from the original work and Fig. 7.2. The second column indicates
which isomer of the geometry, either ortho- or aci- nitrophenol. The third
column and fourth columns are the nature and center wavelength of the tran-
sition. All transitions are included that fall near or within the probe range
of the current experiment and have a nonzero excitation magnitude. The en-
ergy window is wider than the actual probe range due to the accuracy of the
calculated transitions. For context, the same level of theory overestimates the
pump absorption energy by ≈ 1 eV – 280 nm vs 355 nm for theory and ex-
periment, respectively. Relative TDM angles, ∆θ are calculated from the dot
product of the relevant excited state TDM with the pump TDM and the initial
anisotropy is the calculated via Eqn. (7.8 and is listed in the fourth column.
These geometries were selected from dynamics trajectories as relevant points
along the internal conversion and intersytem crossing pathways. For the lim-
ited geometries in Table 7.2, the only SE signals with r0 ≈ 0.4 are geometries
prior to ESIPT. All aci-NP SE signal occur from TDMs perpendicular to the
pump transition.

7.3.4 Calculated fragment absorption

As discussed previously, several fragments have been measured or inferred
to form after the photolysis of ONP. A summary of the aromatic parent struc-
tures remaining after photolysis is shown in Fig. 7.9. The geometries shown
are taken from Vereecken et al. [11], and the black text underneath is the
naming convention from that work. Additionally, the blue text under several
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Geometry Isomer Transition λpeak [nm] r0
S0S1-CI aci- S0 ← S1 1268 -0.17
S1-NP ortho- S0 ← S1 509 0.06
S1-TS ortho- S0 ← S1 327 0.39
S1-iso1 aci- S0 ← S1 678 -0.20
S1T2-IC1 ortho- S0 ← S1 314 0.40
S1T1-IC aci- S0 ← S1 687 -0.19
T2 iso1 aci- T1 ← T2 1336 -0.20

Table 7.2: Calculated transition center wavelengths and initial anisotropy, r0,
for potential stimulated emission signals in geometries relevant to the relax-
ation of ONP. Column 2 indicates the isomer of nitrophenol, either ortho- or
aci- as shown in Fig. 7.1. Geometries are from [9,13] using their naming con-
ventions.

of the structures label similar structures found by Guo et al. [14] using their
naming conventions.

A summary of the simulated transition center wavelengths found in the
structures outlined in Fig. 7.9 is shown in Tables 7.3 and 7.4 for the geome-
tries from Vereecken et al. and Guo et al., respectively. In both tables, the
leftmost column indicates the fragment produced during photolysis, followed
by the larger parent whose absorption is being investigated as well as the
spin multiplicity of the ground state that the calculation was performed in.
The rightmost column lists any transition center wavelengths with nonzero
oscillator strength near the probe range of the current spectrometer. All the
structures investigated have transitions which may be present in the current
investigation.

Due to the relatively poor and under-investigated ability of open shell
TDDFT to predict transition strengths accurately, the predicted oscillator
strengths are not listed [286]. Additionally, since the branching ratios and
potential yields of each fragment is unknown, the theoretical absorption cannot
be calculated for direct comparison to experiment.

7.4 Discussion

Many nitroaromatic molecules exhibit short-lived stimulated emission, but
the origin of the signal is disputed. Several investigations attribute this signal
to the singlet lifetime before ISC to the triplet manifold [272, 273, 287, 288]
while the rest argue it is a sign of rapid internal conversion in the singlet
manifold [10, 289]. ONP is no exception to this trend, as evidenced by the
shortest, negative component, A1, in Fig. 7.3b) and also observed in solution
by Ernst et al. [10].

Here, we argue that this feature is a signature of rapid ISC based on the cor-
respondence between the experimental and theoretical rotational anisotropies,
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Hydroxyphenoxy CycloketenePhenyloxyl
A1

Cis-nitrosophenoxy
A3

Trans-nitrosophenoxy
A2

Figure 7.9: Parent fragment structures from Vereecken et al. [11] and using
their notation in black text, with absorption summarized in Table 7.3. Addi-
tionally, similar structures from Guo et al. are labeled in blue with absorption
summarized in Table 7.4.

Fragment Absorbing parent
Spin
state

Transition
energy [eV]

HONO Cycloketene S 4.641

HONO Phenyloxyl T
2.773
3.596
3.625

OH Nitrosophenoxy cis D
3.151
3.201

OH Nitrosophenoxy trans D 3.167

NO Hydroxyphenoxy D
2.333
3.994
4.323

Table 7.3: Summary of transitions found near the experimental probe range
for parent aromatic fragments producing HONO, OH, or NO. Geometries are
from [11] and are shown in Fig. 7.9.
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Fragment
Absorbing
parent

Spin
state

Transition
energy [eV]

HONO A1 T

2.745
3.583
3.652
3.918

OH A2 D 3.108

OH A3 D
3.101
3.199

Table 7.4: Summary of transitions found near the experimental probe range
for parent aromatic fragments producing HONO, OH. Geometries are from [14]
and are shown in Fig. 7.9, labeled in blue.

r0. Our global analysis of the experimental data including orientational effects,
shown in Fig. 7.6 and summarized in Table 7.1 show that the A1 component
has r0 ≈ 0.4. The theoretical r0 calculations summarized in Table 7.2, show
that r0 values near 0.4 occur only from geometries prior to ESIPT and become
0.2 post proton transfer. As discussed in the introduction, the S0/S1 CI is a
post-ESIPT geometry with a 90◦ twist around the C-N bond [9, 10]. The SE
signal from internal conversion via this CI would have to change r0 values with
time, which we do not observe. Additionally, similar features have been ob-
served in solution-phase nitrophenolates, including 4-nitrophenol which lacks
the internal hydrogen bond making ESIPT impossible [290]. Therefore, we
assign the A1 component to the singlet lifetime prior to ISC, contrary to the
explanation put forth by Ernst et al. [10]. A2 is most likely ESA from the
same state as A1 as it has a similar time constant and tshift.

The long-lived signal in ONP has been recorded in the gas-phase and in a
variety of solvents [10, 258, 290–292]. We observe this feature as well, as the
weak ESA feature A4. This signal has been previously assigned to a long-lived
triplet state, which is a potential explanation in the present case. Alternatively,
since ONP is known to fragment on ultrafast time scales as discussed in the
introduction, this long-lived signal may be due to a photoloysis product. As
discussed in section 7.3.3, there are several potential transitions in the parent
aromatic fragments, summarized by tables 7.3 and 7.4 that are near our probe
range. At the current level of theory, we cannot cleanly determine which
fragment or fragments are contributing to our signal. Additionally, there is
no reported phosphorescence in ONP which supports the long-lived signal not
being a trapped triplet population.

Due to the number of competing relaxation channels in ONP, assignment
of the intermediate A3 component is difficult. The associated time constant
of 420 fs indicates that it is most likely a signature of internal conversion,
but it is hard to determine if it is occurring in the singlets, triplets, or both.
From the global analysis A3 required a delay of ≈ 200 fs to properly model the
experimental data and the TDM changed from the previous ESA component.
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This means that prior to the A3 dynamics, an orientational or electronic change
occurred, most likely due to ISC to the triplet manifold. We therefore assign
A3 to the relaxation channel proposed by Xu et al. [9] that involves ISC to
the triplets followed by ISC back to the ground state without ESIPT. This is
shown in as the bottom left pathway in Fig. 7.2. Xu et al., found this pathway
to have a time constant of ≈ 300 fs, in agreement with the experiment.

Additionally, the trends observed with changing temperature and cluster-
ing effects further confirm the A1 and A3 component assignments. The ISC
point from S1 to T2 (S1T2-IC1 in [13])is very near the Franck-Condon point,
meaning that minimal rearrangement is required. There are negligible changes
to the A1/A2 components assigned to this ISC pathway when the temperature
or cluster environment is varied in Figs. 7.7 and 7.8, which agrees with this
model. The ISC point between T1 and S0 (S0T1-ICX in [9]) has an out-of-
plane rotation of the nitro side chain. Significant internal conversion would be
required to reach this ISC point, and the temperature and cluster effects to
the A3 component assigned to this pathway are consistent with this. At higher
temperatures, more internal energy allows for a greater population reaching
the crossing point, as seen in Fig. 7.7b). Additionally, in Ar clusters where
hindrance to internal rotation is expected (as in Chapter 6), a significant slow-
down is expected which is observable in Fig. 7.8.

7.5 Conclusions and Future Directions

We use gas-phase TA combined with global analysis and quantum chem-
istry methods to understand the complex competition between ESIPT, ISC,
and fragmentation in ortho-nitrophenol. In general, our signals resemble the
TA recorded in solution [10] but our interpretation differs. We find good agree-
ment with the dynamics theoretically proposed by Xu et al. [9, 13] and also
see potential signs of fragmentation from structures reported both by Guo et
al. [14] and Vereecken et al. [11].

To summarize, our results conclude that after excitation to S1 ONP crosses
to the triplet T2 in the first 90 fs, detectable as short-lived SE. A portion of
molecules become trapped in the T1 state where fragmentation may occur,
which is the origin of the long-lived ESA feature. Additionally, a fraction of
excited molecules cross back to S0, and returning to the starting point with a
time constant of 420 fs. Temperature- and cluster-dependent scans agree with
these assignments.

Several avenues, both experimentally and theoetically, can be explored to
further disentangle the complex dynamics in ONP. Calculating a theoreti-
cal TAS from dynamics simulations, as was done in Chapter 6, could could
help improve spectral assignments. Dynamics simulations at the ab-initio
multiple-spawning level including intersystem crossing have recently been im-
plemented [293,294] but adding these couplings to the current method is diffi-
cult and post-processing to calculate spectra has not been done. Additionally,
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more accurate simulations of the aromatic fragments could provide more ac-
curate determination of the long-lived signal. The orientational dependence
observed in the current experiment is unexpected and relatively unique in the
TAS community. Improving the global analysis of the rotational-dependent
polarized signals could also help understand the complex dynamics in ONP.
Using a better kinetic model coupling rotational and electronic time constants
to untangle ISC mechanisms could improve assignment of dynamics, but, to
our knowledge, this has never been done in literature.
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Chapter 8

Conclusion

This dissertation introduced broadband cavity-enhanced transient absorp-
tion spectroscopy (CE-TAS) and its application to ultrafast dynamics in the
gas phase. This new technique serves as halfway point between conventional
solution-phase TAS and gas-phase time-resolved photoelectron spectroscopy
(TRPES) as it shares the observable of the former and the sample environ-
ment of the latter. Often, TAS and TRPES disagree, and the reasoning is
typically assigned to solvent effects. The unique capability of CE-TAS to
record TAS in the gas phase enables direct comparisons between different
experimental observables and to theoretical calculations. We hope this will
lead to a greater understanding of the projections involved when making an
excited-state measurement and open a dialogue on the fundamental limita-
tions of different techniques. Also, working in a molecular beam enables new
sample avenues unexplored in TAS previously, such as clusters.

Significant technological advancements were required for the development
of CE-TAS, as described in this dissertation. The development of tunable fre-
quency comb sources was discussed in Chapters 2 and 3 in the near infrared and
visible spectral ranges, respectively, with low phase noise and ultrafast pulse
durations at a 100 MHz repetition rate. Additionally, a tunable femtosecond
enhancement cavity operating in the visible was described in Chapter 4. This
enhancement cavity has a tuning range from 450 to 700 nm (235 THz) with
an average finesse of ≈ 600. To our knowledge, this is the first demontration
of tunable cavity-enhanced frequency combs. All of these novel developments
have broad applications, both in further ultrafast studies to be discussed below
and in more conventional linear spectroscopies. The near-infrared frequency
comb discussed in Chapter 2 has already been used for several other studies
from our group [177,295], with more on the way.

The CE-TAS instrument was described in detail in Chapter 5. The spec-
trometer can record pump/probe data with a sensitivity of ∆OD < 2× 10−9

for reasonable (≈ 1 sec per delay) averaging times across the entire probe tun-
ing range. Assuming similar conditions to the salicylideneaniline experiment
described chapter 6: pump and probe absorption cross-section of ≈ 3× 10−17

cm2, 150 µm pump beam waist, and 500 mW of pump power, this sensitivity
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corresponds to a column density of≈ 1×1011 cm−2 or, assuming a pump/probe
interaction length of 1 mm, a sample density of ≈ 1×1012 cm−3 [69]. For com-
parison to condensed-phase measurements, this sample density is equivalent
to a concentration of ≈ 100 picomolar or 10−4 monolayer. At higher pump
powers via cavity enhancement the measurable sample density can easily de-
crease by an order of magnitude, enabling measurements from molecules with
lower vapor pressures.

In this dissertation I reported on ultrafast molecular dynamics of sev-
eral molecules which undergo excited-state intramolecular proton transfer. In
Chapter 6, I discussed the photochromism of salicylideneaniline, where we
found that, after photoexcitation, the formation of the photochromic tran-
sient occurs in parallel to a fluorescent state which relaxes to the ground state
in 1.8 ps. In Chapter 7 I analyzed the complex competition between inter-
nal conversion, intersystem crossing, and photolysis of ortho-nitrophenol. We
found prompt intersystem crossing within 100 fs followed by rapid internal
conversion in the triplet manifold via a twisted geometry conical intersection
and also evidence of fragmentation on longer time scales. In both of these
studies, assigning signals to dynamics was assisted by varying the molecule’s
internal temperature and cluster environment, an experimental “knob” unique
to molecular beam studies. We change the internal temperature by using an
effusive vs jet-cooled source which isolates dynamics that have a barrier or
energy-dependent distribution in the excited state. By using Ar carrier gas
in a jet-cooled molecular, we observed large clustering effects which hinder
internal conversion in the molecule and allowed us to assign signatures based
on the amount of structural changes required for a particular decay pathway.
This hindrance effect is a useful tool for the comparison of dynamics in the
gas phase vs. solid state, akin to ultrafast spectroscopy in rare-gas matrices,
which is typically difficult to accomplish [254–256].

8.1 The observables problem

In the three molecules presented in this dissertation, our CE-TAS results
agree more closely with previous transient absorption studies recorded in so-
lution than with gas-phase TRPES. From these results, it seems like the ex-
perimental observable – optical absorption vs photoelectron – may be more
important than the sample environment – solution vs. gas. This is an interest-
ing and unexpected trend that points to the effects of measurement projections
discussed in Chapter 1.

The reasoning behind this disagreement is not clear and requires further
study, but there are some small effects inherent to TRPES that are not always
addressed experimentally. The first is the effect of “energy windowing” as
discussed in Chapter 1, where the probe pulse does not have sufficient energy
to ionize the molecule from the entire excited state potential energy surface
[19, 20, 23, 40]. A similar effect is also possible in TAS measurements but,
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due to the resonance requirement, blue- or red-shifting would be observed
prior to the decay of signal to indicate the potential energy surface diverging.
Additionally, in multiphoton TRPES studies, the existence of intermediate
resonances in the neutral molecule can affect the photoionization yield and
affect the overall decay of the signal. These resonances can also occur in the
continuum, called shape resonances, which can affect the photoion yield and
skew interpretations [296].

We hope that further studies, both from our group and others, will pro-
vide additional insight into this complex problem. There has been progress
in TRPES measurements from solution-phase samples via the liquid micro-
jet approach [297, 298] which is in a similar situation to CE-TAS as being a
halfway point between conventional TAS and TRPES. Additionally, in both
TAS and TRPES, some of the drawbacks discussed above may be captured and
accounted for by modeling the observable directly in theoretical simulations,
where progress has been made [24,25,299].

8.2 Outlook

As discussed, the initial measurements from CE-TAS are interesting both
for the molecular dynamics being studied and from a more fundamental experi-
mental observables perspective. To further explore these trends, measurements
on more samples are required. Currently, the instrument is moving to a 266
nm pump beam via fourth harmonic generation rather than the 355 nm third
harmonic pump results discussed here. There are several motivations for this
change. First, more molecules absorb farther in the UV which expands the
possible pool of samples to study. Additionally, 266 nm conveniently overlaps
with the third harmonic of a conventional Ti:Saph laser, which enables more
comparisons to other ultrafast studies. Specifically, most of the DNA nucle-
obases absorb in this region and are some of the most studied systems in ultra-
fast spectroscopy due to their involvement in DNA photoprotection [300,301].
There are well-established differences between experiments using TAS [300] or
2D spectroscopy [302] vs TRPES [19, 301, 303] making these molecules ideal
for investigation with CE-TAS.

Beyond CE-TAS, the technique and instrument development presented
here is relevant for future cavity-enhanced ultrafast spectroscopy studies in
different spectral regions. As discussed in Chapter 2, a major motivation for
the laser development described in this dissertation is to do two-dimensional in-
frared spectroscopy (2DIR) on hydrogen-bonded systems. Both the initial CE-
TAS demonstration and the current broadband spectrometer have sufficient
sensitivity to perform nonlinear spectroscopy in molecular beams [1,30]. Since
transient absorption and 2DIR spectroscopies are both third-order nonlinear
mixing signals [51, 304], similar sensitivity is expected in the two-dimensional
case. The nonlinear signal readout is more complicated in 2DIR, but schemes
for accomplishing this using f0-shifted frequency combs and higher-order cav-
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ity modes have already been published by our group [71]. Additionally, the
same 2DIR schemes have broad applications in trace gas detection and parsing
complex mixtures in breath analysis, explosives and narcotics detection, and
other demanding applications [305–308].
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Appendix A

Pre-time zero signal and global
analysis

As discussed in detail previously [1], the pump-probe signal measured in the
cavity-enhanced spectrometer includes a subtracted ”reference” signal which
is recorded from a copy of the probe comb coupled into the probe cavity
backwards and delayed by ≈ 5ns. The reference signal is subtracted from the
probe signal in an autobalanced detector, resulting in a recorded molecular
signal, ∆S(λ, t) of the form

∆S(λ, t) = β(λ)[∆I(λ, t)−∆I(λ, t+ 5 ns)] (A.1)

Where β = π
F(λ)

1
Iprobe

is the inverse of the cavity enhancement factor divided

by the static probe intensity (which matches the reference due to autobalanc-
ing). ∆I is the pump-induced change in absorption and τ is the pump/probe
delay. The reference subtraction reduces common-mode noise which increases
absorption sensitivity and also removes quasi-static signal offset due to long-
lived molecular dynamics, or multi-excitation effects caused by the necessarily
high repetition rate of the experiment (100 MHz). Cavity finesse, F , is mea-
sured at every probe wavelength immediately following pump/probe scans to
use in signal calculations.

Fig. A.1 shows how ∆I is recorded in CE-TAS for an example system
featuring biexponential decay. The multicolored scans separated by 10 ns
(1/frep) represent individual molecular responses from each subsequent pump
excitation and the black line is the sum of these which would be recorded
by the actual spectrometer. To construct ∆S(t) from ∆I(t), the reference
signal, ∆I(t+5ns) is subtracted as shown for 2 example points by the vertical
dashed lines in Fig. A.1. As seen in the figure, the point at -0.5 ns captures an
inverted molecular signal from the previous excitations, resulting in a nonzero
offset at negative delays. The resulting ∆S(t) is shown in Fig. A.2 as well as
the original ∆I(t). It is clear that the short time dynamics are identical on
both and only the long-lived signal displaces ∆S(t) vertically.

The TA spectra, both experimental and simulated, are fit to a sum of expo-
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Δ𝑆𝑆(𝑡𝑡 = −0.5 ns)

Δ𝑆𝑆(𝑡𝑡 = +0.5 ns)

Figure A.1: Illustration of origin of negative delay signal. The sample is
pumped at frep = 100 MHz. Each excitation pulse launches a bi-exponential
decay molecular response (colored lines) with τ1 = 0.2 ns and τ2 = 20 ns =
2/frep. The CE-TAS signal ∆S(τ) is constructed from the difference between
the total cumulative steady state change in absorbance signal ∆I sampled at
the probe pulses (red dots) and the reference pulses (orange dots) via equation
(A.1). For molecules with signals with lifetimes on the order of 1/frep or longer,
this can lead to nonzero signals before time zero, as illustrated in Fig. A.2.
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Figure A.2: CE-TAS signal ∆S corresponding the scenario of Fig. A.1. A
sizable negative signal is seen before time zero.
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Figure A.3: Single scan fit at 455 nm with isolated time constant contributions
using equation A.4.

nential decays convolved with the wavelength-dependent instrument response.

G(λ, t) = IRF(λ, t)⊗
∑
n

Xn(λ) exp(−t/τn) (A.2)

Where An(λ) is the decay associated spectra for each time constant τn. To
model the full experimental ∆S(t), including the pre-time 0 “artifact” dis-
cussed above, we directly simulate the reference subtraction and sum over the
next 20 probe-reference pulses by shifting the time axis of the fit by the time
spacing between pulses (1/frep):

∆Smodel(λ, t) =
N∑
m=0

G(λ, t+m/frep)−G(λ, t+m/frep + 5 ns) (A.3)

N = 20 pulses was chosen as the upper limit of the sum based on the average
transit time of the molecular beam across the diameter of the probe beam.
The difference between the fit and experimental/simulated data is minimized
using a Levenberg–Marquardt fit algorithm. For all experimental spectra,
the instrument response is derived from a fit of the signal rising edge to an
error function at each probe wavelength. This approximation was used since
previous measurements of SA concluded that the proton transfer occurred
below our instrument time resolution [7, ] so a step-like molecular signal could
be assumed. The fitting routine was run multiple (¿50) times starting from
different points in parameter space and the global minimum was used as the
final optimum fit.

By combining equations A.2 and A.3 and reversing the order of summa-
tions, the fit model can also be written as:

∆Smodel(λ, t) = IRF(λ, t)×
∑
n

Xn(λ)×
20∑
m=0

[exp(−(t+m/frep)/τn)− exp(−(t+m/frep + 5ns)/τn)]

(A.4)

118



where the different time components can be isolated. An example of this
procedure is shown in Fig. A.3 for a single scan of isolated SA. The long-lived
signal captures all of the pre-time 0 signal and the short time component is
unaffected by the multi-pulse fitting.
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Appendix B

Additional fits and
computational methods for
salicylideneaniline

B.1 Goodness of fit

To verify the applicability of the fit models used in the main text, fits using
the same approach outlined above for different number of fit components are
shown here.

B.2 Computational Methods

B.2.1 Post-processing of Non-adiabatic Molecular Dy-
namics Trajectories

The gas-phase TAS of SA was simulated by post-processing the trajectories
of 2 ps excited-state non-adiabatic molecular dynamics (NAMD) simulations.
The trajectories of Ab-initio Multiple Spawning (AIMS) [228,229,309] NAMD
simulations were thankfully provided by Pijeau et al. and the details of the
simulation are described in reference [196]. The AIMS data consisted of more
than 2000 trajectory basis functions distributed between the S1 and S0 elec-
tronic states and contained a total of 854,760 geometric conformations with
715,618 conformations belonging to the S1 electronic state. Both the S1 and S0

geometries were time-resolved by using 1000 a.u (∼24.2 fs) time intervals for
a total of 84 sampling windows. Within each window, 80 distinct conforma-
tions were selected by using the k -means clustering algorithm weighted by the
electronic population of the trajectory basis functions representing the confor-
mation. The weighted k -means clustering used the pairwise RMSD distance
matrices which were calculated by using the MDTraj [310] library. Within each
sampling window, the cluster centroid was translated and rotated by using the
Kabsch algorithm [311] to minimize the RMSD between the centroid and op-
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Figure B.1: 2 component parallel fit model on isolated SA. a) Experimental
spectrum. b) Spectrum returned from fit. c) DAS from b).
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Figure B.2: 3 component parallel fit model on isolated SA. a) Experimental
spectrum. b) Spectrum returned from fit. c) DAS from b).
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Figure B.3: 2 component parallel fit model on SA:Ar. a) Experimental spec-
trum. b) Spectrum returned from fit. c) DAS from b).
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Figure B.4: 3 component parallel fit model on SA:Ar. a) Experimental spec-
trum. b) Spectrum returned from fit. c) DAS from b).
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Figure B.5: 4 component parallel fit model on SA:Ar. a) Experimental spec-
trum. b) Spectrum returned from fit. c) DAS from b).
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Figure B.6: Isolated SA spectral lineouts including corresponding 2 component
fit traces.
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Figure B.8: Raw, unconvolved simulated spectrum. a) ESA b) SE c) total
signal.

timized S0 enol geometry oriented along the z -axis of its transition dipole. A
total of 6720 representative time-resolved conformations on S1 were selected
for the TAS simulations. Because simulations were stopped upon quenching
of the majority of the population to S0, we did not include S0 population in
the TAS calculation.

B.2.2 Simulation of TAS

The simulation of TAS uses our GPU accelerated implementation of the
Time-Dependent Complete Active Space Configuration Interaction (TD-CASCI)
[227] method, implemented in the TeraChem suite of programs [247]. The de-
tails of the method can be found in Ref. [227]. Briefly, in TD-CASCI the
time-dependent electronic wave function Ψ(t), is expressed as a linear combi-
nation of Slater determinants, {ΦK},

Ψ(t) =
∑
K

CK(t)ΦK (B.1)

where CK(t) are the time-dependent CI expansion coefficients. The time-
dependent wave function is propagated by numerically solving the time-dependent
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Schrodinger equation,

i
∂C(t)

∂t
= H(t)C(t) (B.2)

Our GPU-accelerated implementation calculates the HC products on-the-fly,
avoiding the computationally expensive procedures of building, storing, and/or
diagonalizing the CI Hamiltonian. Propagation is carried out via a second-
order symplectic split operator integrator.

To include the explicit field effects, the Hamiltonian at any time t is ex-
pressed in the electric dipole approximation,

Ĥ(t) = Ĥ0 − µ̂ · dE(t) (B.3)

where Ĥ0 is the field-free molecular Hamiltonian, and µ̂ is the molecular
dipole operator. The scalar function, E(t), is the time-dependent external
field strength, and d is the unit vector in the field polarization direction. The
obtained time correlation function can be used to get the energy spectrum of
the electronic wave function after excitation with a pulse,

R(t) = C(ε)†C(ε+ t) (B.4)

where ε corresponds to the time at the end of the pulse. The absorption
spectrum of any electronic state can be obtained by the Fourier transform of
the R(t) after excitation with a δ-function pulse. To reduce the effects of the
spectral leakage, the Hanning Windowing function was applied to raw R(t)
prior to the Fast Fourier transform of the obtained time correlation function
of Eq. 4.

The spectrum is shifted such that the zero of energy is at the initial (S1)
state energy. Signal with positive energy corresponds to excite state absorption
(ESA), while signal with negative energy corresponds to stimulated emission
(SE). The signal corresponding to the negative energy axis after shifting rep-
resents the SE. The total spectrum, including both ESA and SE and defined
only for E ≥ 0, is computed according to:

RESA−SE(E) = R(E)−R(−E) (B.5)

Prior to the above summation, shifts are applied to the TD-CASCI spectra
to provide more accurate energetics. The ESA signal in the simulated TAS
was blue-shifted by 0.944 eV which represents the difference in the S3 ←
S1 vertical excitation energy of the S0 enol ground state minimum at SA-4-
FOMO(0.25)-CAS(8,8)CI and the more accurate SA-4-CAS(8,8)PT2 levels.
The S3 ← S1 transition was used as a reference due to significantly higher
values of the oscillator strength compared to the S2 ← S1 transition at the SA-
4-CAS(8,8)PT2 level. The SE signal was red-shifted by 1.595 eV, setting the
S0/S1 vertical excitation energy of the S0 enol conformation computed at SA-
4-FOMO(0.25)-CAS(8,8)CI level to the position of experimental absorption
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maximum [224]. The overlap of the SE and ESA and, therefore, the overall
spectral shape and zero crossing is very dependent on the relative shifts applied
to each signal but the overall time dynamics are independent of shifting as can
be seen in Fig. B.8.

In order to construct the experimentally isotropic observable from a static
aligned molecule, first the magnitude of the signal is constructed Rtotal(E) =
Rx(E) + Ry(E) + Rz(E). The parallel, perpendicular, and magic angle sig-
nals can then be calculated from the angular dependent nonlinear absorption
equation from ref [276] simplified to each case:

R∥(E) =
1

15
(Rx(E) +Ry(E) + 3Rz(E)) (B.6)

R⊥(E) =
1

15
(2Rx(E) + 2Ry(E) +Rz(E)) (B.7)

RMA(E) = Rtotal(E)/9 (B.8)

The ESA and SE are shown in Fig. B.8a) and b). The total, unconvolved
TAS signal is shown in Fig. B.8c). The spectrum was constructed by using
the electronic spectrum of the time-resolved geometries of SA at FOMO(0.25)-
TD-CAS(8,8)CI/6-31g** [231] level using a δ-kick with a field strength of 1024

W/m2 polarized separately along the x, y and z directions of the molecular
axis for a duration of 0.062 a.u (0.0015 fs). The electronic dynamics were
propagated for 15000 time steps with a step size of ∆t = 0.124 a.u. (0.003 fs)
which represents the ∼1860 a.u (45 fs) electronic dynamics.

B.2.3 Twisted Enol spectrum

The simulated TAS spectrum of twisted enol geometries is shown in Fig.
B.9. As discussed in the main text, this spectrum only includes contribution
from enol geometries with a CN twist angle < 140◦, indicative of internal
conversion from planar geometries (180◦) towards CI2 (≈ 90◦). Note that
the maximum amplitude shown on Fig. B.9 is approximately one order of
magnitude smaller than that shown on the full spectrum (main text Fig. 7a))

B.2.4 Photochrome absorption simulation

The simulated ground-state absorption of the two potential photochrome
candidates – the trans-keto and rotated enol – are shown in Fig. B.10. Opti-
mized geometries for both conformers are from [12]. Spectra were generated
using TD-CASCI method with the same level of theory and energy shifts as
the SE discussed above.
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Figure B.9: Theoretical TAS from enol geometries with central CN twist angles
of < 140◦, indicative of the CN twist relaxation mechanism via CI2. Note
that the maximum amplitude shown here is more than an order of magnitude
smaller than the main spectral features on the full spectrum in the main text.
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Figure B.10: Ground-state absorption from twisted enol and keto photochrome
candidates using optimized geometries from [12].
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