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Abstract of the Dissertation

An advanced instrument for Time- and Angle-resolved
photoemission spectroscopy

by

Peng Zhao

Doctor of Philosophy

in

Chemistry

(Physical Chemistry)

Stony Brook University

2019

Time- and Angle-resolved photoemission spectroscopy (tr-ARPES) from
surfaces can be used to record the dynamics of electrons and holes in con-
densed matter and chemical reactions on ultrafast time scales. Applying
extreme ultraviolet (XUV) light to tr-ARPES can greatly increase the en-
ergy and momentum range probed in these experiments. However, tr-ARPES
experiments with XUV are technically challenging for various reasons such
as the availability ultrafast XUV sources, space charge effects, the difficulty
of constructing XUV beamlines and electron collection and detection effi-
ciency. The data rate in tr-ARPES presents a major challenge, and thus has
mostly restricted tr-ARPES experiments to strongly excited samples. How-
ever, many areas of interesting physics can only accessed by pertubatively
excited tr-ARPES, such as observing various quasiparticle dynamics in solids.

I have designed and developed an advanced XUV tr-ARPES instrument
with significantly improved performance. This instrument consists of a novel
light source, an XUV beamline and an advanced photoelectron detector.
Space charge effects, which have severely limited previous efforts, are elimi-
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nated by employing an ∼80 MHz XUV light source based on cavity-enhanced
high harmonic generation (CE-HHG). The light source and beamline deliver
tunable XUV light pulses (8 eV to 40 eV, <100fs) with flux up to 3 ×1011

photons/second to the sample. This enables ultrafast time-resolved ARPES
experiments with nano-Ampere sample photocurrents comparable to those
employed in synchrotron experiments. This is an increase of approximately
two orders of magnitude compared with conventional HHG sources at com-
parable energy resolution and spot size.

The electron detector is critical for the tr-ARPES instrument. I have
implemented a time of flight electron momentum microscope (TOF k-mic).
This detector features highly parallel electron detection in energy and mo-
mentum space, full solid angle collection, and µm spatial resolution. We have
been improving its performance such as electron filtering so it adapts to the
80 MHz tr-ARPES experiments. This detector improves the data rate by
approximately another two orders of magnitude.

I benchmark the performance of the instrument by static photoemission
and laser assisted photoelectric effects (LAPE) on Au(111). The time reso-
lution of the instrument is 180 fs which is measured by the cross correlation
of the LAPE signal. I demonstrate perturbatively excited time resolved pho-
toemission by studying the ultrafast electron dynamics of a thin C60 film.
Spatial-, time- and angle- resolved photoemission spectrocopy on a highly
oriented pyrolytic graphite sample is also discussed.

In all, we believe this instrument improves the data-rate for ultrafast time-
resolved ARPES measurements by approximately 4 orders of magnitude,
enabling experiments in a qualitatively new regime.
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Chapter 1

Introduction

1.1 Angle resolved photoemission spectroscopy

In 1887, Hertz discovered that the solid surface can emit electrons under the
radiation of UV light which is known as photoelectric effect [17]. In 1905,
Albert Einstein explained this phenomenon by the hypothesis that the light
waves consist of tiny bundles or packets of energy known as photons [17].
When the photons impinge on the solid surface, the energy of the photons
hν is absorbed by the electrons. If the energy of the photon is higher than
an energy barrier known as work function φ, the electrons then can escape
the surface and become free electrons with kinetic energy K. These emitted
photoelectrons are characteristic of their original electronic states, and the
information of energy level structure in its matrix material can be probed
by the kinetic energy of the photoelectrons K. The binding energy U of the
electrons is given by

U = hν −K − φ (1.1)

Equ. (1.1) is simply the results of energy conservation. This technique is
known as photoemission spectroscopy. It has been widely used to measure
the the energy levels of atomic and molecular orbitals [18, 19]. Photoemission
spectroscopy is one of the important techniques for measuring the energy level
structures because of the following reasons:

• As shown in Equ. (1.1), the definition of binding is very simple and
clear. The measurement results of photoemission spectroscopy are very
intuitive and straightforward to interpret.
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• Photoemission spectroscopy can be applied to a wide range of mate-
rials. Compared to absorption spectroscopy, in order to study certain
transitions, specific wavelengths are required, photoemission is mostly
an allowed process and no dark state exists.

• Photoemission spectroscopy is very sensitive. The electron detection is
very sensitive and single electrons can be detected. The measurement
results can have orders of magnitude dynamic range. Energy levels
with small density of states can be detected.

• Photoemission spectroscopy can be done with high resolution. The
modern electron energy analyzer can have an energy resolution on the
order of meV, when used with narrow linewidth light sources, the bind-
ing energy of electrons can be determined with meV resolution.

Moreover, in the case of crystal surface, Angle resolved photoemission spec-
troscopy (ARPES) can directly measure the energy dispersion relation or
band structure. The momentum of the photoelectrons in free electron state
is given by

h̄k =
√

2mK (1.2)

where m is the electron mass. Because translational symmetry requires
that the component of electron momentum on the surface be conserved, the
momentum of electron parallel to the surface k‖ can be measured by the
angle of the electron emitted on the surface θ as shown in Fig. 1.1.

h̄k‖ =
√

2mK sin θ (1.3)

The perpendicular component of momentum k⊥ cannot be determined di-
rectly since the momentum normal to the surface is not conserved. In order
to determine the value of k⊥, several approaches have been proposed [17].
One typical way is based on the assumption of a free electron final state in
the crystal. In this case, the value of k⊥, can be determined as:

h̄k⊥ =
√

2m(hν + V0) (1.4)

where V0, the so-called “inner potential”, is the band depth from the vac-
uum level. It can be determined by examining only the electrons emitted
perpendicular to the surface [20].
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For condensed matter research [21, 22, 23], ARPES can probe the momen-
tum dependent electronic structure of solids providing detailed information
on band dispersion and Fermi surface as well as on the strength and nature
of many-body correlations, which may profoundly affect the macroscopic
physical properties. It is of vital importance in elucidating the connection
between electronic, magnetic, and chemical structure of solids, in particular
for those complex systems which cannot be appropriately described within
the independent-particle picture. Besides its application in condensed matter
research, ARPES is also applied in physical chemistry. For example, in the
heterogeneous catalysis reactions, chemical reaction happens at the interface
of the solid catalyst and the adsorbate. The band structure of the catalyst
plays an important role in the chemical reaction [24, 25]. On the other hand,
it has been demonstrated that ARPES can also be used to directly image the
molecular orbitals of the adsorbate molecules in the momentum space [26].
This enables direct observation of the evolution of molecular orbitals in the
chemical reactions.

1.2 Time resolved angle resolved photoemis-

sion spectroscopy

Although the APRES has been widely applied for scientific research, only
occuped electronic state can be probed by APRES, this limits the applica-
tion of ARPES to the electronic states below the Fermi level. A full un-
derstanding of the material properties requires studying the unoccuped or
excited states and associated dynamics processes involved with over a wide
range of time scales. For example, one important part of condensed matter
physics study is various dynamics of quasiparticles such as electron - elec-
tron scattering, electron - phonon coupling, and phonon - phonon coupling.
The time scale of these interactions spans over several orders of magnituide
from less than a femtosecond to microsecond or longer. These interactions
affect the electronic and thermal properties of the materials in a fundamen-
tal way. Similarly, chemical dynamics also consists of various dynamics such
as bond-breaking and bond-making, surface diffusion, adsorption and des-
orption, intermediate states formation and dissociation. These processes
also span several orders of magnitude time scales. Moreover, many elemen-
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tal processes in chemical reations are kinetic processes with barriers. The
time scale of these processes can vary orders of magnitude depending on the
activation energy and the temperature. For example, photo-induced chem-
istry reaction on the semiconductor surface is a very complicated dynamic
process [27, 28, 29, 30, 31, 32]. Photo absorption can happen in less than
1 fs. The photo-excited carriers, generated in the bulk, move to the sur-
face/interface and induce the photovoltage effect in the time-scale from 10 fs
to 10 ps. The carriers recombine through radiative or non radiative pathways
in the fs scale to ns scale. The subsequent charge transfer and separation
processes, which consist of various elementary processes, proceed in a wide
time scales from 10 fs to 10 ps. Both the excited states of adsorbate molecules
and substrate material play an important role in this process.

Hence a detailed understanding of physcial and chemical properties re-
quires a time resolved spectroscopy method with femtosecond time resolution
and nanosecond or longer time span. Therefore, there exists a strong and
growing need for time- and angle- resolved photoemission spectroscopy (tr-
ARPES) with sub-pico second time resolution.

Figure 1.1: Schematic representation of time resolved angle resolved photoe-
mission spectroscopy Instrument.

The typical tr-ARPES experiment set up is shown in Fig. 1.1. It adopts
a pump probe configuration. A pump pulse is used to excite a small fraction
of the electrons in the material to the excited states above the Fermi level.
After a time delay, the probe pulse comes and ejects electrons from the
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material. The kinetic energy and the emission angle of the ejected electrons
are measured by an electron detector. A hemispherical energy analyzer or a
time of flight detector is typically used in ARPES experiments. By scanning
the time delay, the dynamics of the transiently populated excited states can
be recorded.

Time- resolved ARPES has emerged as a leading experimental technique
to investigate the electron dynamics. However, most of the tr-ARPES ex-
periments reported in the literature are two photon photoemission (2PPE)
experiments based on UV/VIS sources so far [33]. The reason is the limited
availability of high photon energy sources. Compared to the 2PPE exper-
iments, XUV wavelength with photon energy 10-100 eV is highly desirable
for the following reasons:

• Good surface sensitivity. According to the universal curve [34], the
inelastic mean free path of electrons in the solid has a minimum at 10
− 100 eV, and is typically less than 1 nm , so XUV light is essentially
probing the surface electronic structure.

• Deep energy range. As shown in Equ. (1.1), the energy range can be
probed is not bigger than the photon energy. Compared to the 2PPE
experiments using visible/UV sources, the XUV photon energy usually
is enough to cover most molecular orbitals and the valence bands of
solids.

• Broad momentum range. As shown in Equ. (1.3) and Equ. (1.4), the
momentum range that can be probed in photoemission experiments is
also related to the photon energy. XUV light is usually needed in order
to probe the full Brillouin zone of the solid and molecules.

• Less background. The majority of electrons produced in photoemission
experiments are the secondary electrons. The large background made of
secondary electrons can add noise to the signal. With the high photon
energy of XUV, the signal is lifted to the high kinetic energy part of
the spectrum, leaving the secondary tail in the low energy part. Thus,
the measurements can have higher signal to noise ratio.

1.2.1 Data rate in tr-APRES experiments

The data rate of tr-ARPES experiments with XUV light source is demanding
for several reasons.
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• Multidimensional data binning. In ARPES experiments, data is al-
ready dispersed in energy and momentum space. In tr-ARPES, the
pump excitation adds additional dimensions to the data set. At a
minimum, data should be recorded at several pump-probe delays and
pump fluences, and there are also the parameters of pump wavelength
and polarization.

• Inherently small signal. In tr-ARPES experiments, the signal of interest
is inherently small, since only a small fraction of the samples electrons
are excited by the pump. The excitation fraction is usually limited by
sample damaging, space charge effects or the physics of interest. The
time resolved signal is thus orders of magnitude smaller than the signal
from occupied states.

• Space charge effects. As will be discussed in section. 1.3, space charge
effects limits the number of electrons per pulse produced by the probe
pulse. For the XUV experiment, this is particularly a problem because
the most electrons are secondary electrons that don’t contribute to the
signal but contribute to the space charge effects.

Pertubatively excited tr-ARPES

Due to the demanding data rate in tr-ARPES, experiments have then been
almost exclusively restricted to strongly excited samples using absorbed flu-
ences on the order of 1 mJ/cm2 such that laser excitation produces changes
to the EDC visible on a linear scale. [35, 32] For high fluence nonpertur-
bative experiments, the physics under study is usually photoinduced phase
transitions or nonthermally accessible metastable states having a well-defined
order parameter. There are a lot of interesting physics that can only be ac-
cessed in the low-fluence regime (< 100 µJ/cm2) [36, 37]. Some examples
and their lifetime are shown in Fig. 1.2. In condensed matter physics, tr-
ARPES is widely used to study various elementary process in the material
such as charge carrier dynamics and electron phonon coupling. The density
of the excited electron strongly influence the dynamic process. For example,
in Ref. [38], tr-ARPES is used to measure the photoinduced vaporization of
a charge ordered state in the potential excitonic insulator 1T-TiSe2. As the
pump fluence increases from 200 µJ/cm2, to 5 mJ/cm2, the lifetime of the
long range ordered excited state becomes exceptionally short, and strongly
depends the pump fluence. The reason is that transiently generated high
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density free carrier dominates the electron dynamics instead of the oscilation
of the charge density wave. As another example, in Ref. [39], tr-ARPES is
used to study the electron thermalization and electron-phonon coupling in
photoexcited bismuth. The electron life time strongly depends on the pump
fluence. As the pump fluence increases from 120 µJ/cm2 to 840 µJ/cm2,
the lifetime of excited states goes from a few hundred fs to less than their
time resolution (50 fs). The lifetime is dominated by the electron-phonon
coupling in low fluence regime while in high fluence regime, the lifetime is
dominated by electron-electron interaction. In the chemical reaction studies,
there exist similar excited molecular annihilation processes. For example,
Ref. [40] reports the excitation fluence dependence of the singlet fission in a
crystalline rubrene, as the fluence change from 100 µJ/cm2, to 20 mJ/cm2,
the singlet exciton lifetime is significantly shorten due to the singlet-singlet
annihilation. Besides the high density excition, the sample damaging effect
and sample heating effects in high rep rate experiments can also restrict the
pump fluence.

Figure 1.2: The physics only accessible in pertubatively excited tr-ARPES
and their timescales.

The excitation fraction in perturbatively excited tr-ARPES experiments
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should be on the order of 10−3 or less. Compared to the static ARPES exper-
iments, the signal is then orders of magnitude smaller. Usually, experiments
need be repeated at several different pump fluence to check the results. The
data rate and signal to noise of tr-APRES experiments is challenging.

Spatial resolved tr-ARPES

In ARPES experiments, a typical beam spot size in the synchrotron light
source is about a few hundred micrometers. In the lab environment, discharge
lamps are widely used. The spot size of the lamps can be much bigger.
The measurement result is an average of the material over the beam spot.
The typical sample used for ARPES is a single crystal. However, for many
interesting materials, growth of a few hundred micrometer single crystal is
hard. For example, the typical single crystal domain size of transition metal
dichalcogenides is a few µm [41]. The measurements averaging over large area
of the inhomogeneous sample can blur and even completely miss the desired
feature. In such cases, the capability of spatially resolving the sample is
required in the ARPES experiment on the inhomogeneous sample.

Performing ARPES and tr-ARPES experiment on µm sized sample spot
pose significant challenges [42]. There are typically two ways to do this.
First, if the light source can provide a extremely small beam spot, less than
a single domain size, then APRES experiment is naturally spatial resolved.
The spatial resolution is roughly the beam spot size. However, to achieve
such a small beam spot, dedicated focusing optics are required [43]. Only a
few synchrotrons like Advanced Light Source (ALS) have such setups. The
availablity is the problem. Besides that, the synchrotron light has long pulse
duration. tr-ARPES with femtosecond resolution can’t be performed. It
also requires a high precise sample positioning, especially when the sample
has to be rotated to scan the momentum space. The other way is to use
a photoemission electron microscope (PEEM) machine with a small field
aperture as discussed in chapter 8. The spatial resolution comes from the
field aperture cropping the region of interest on the sample. The spatial
resolution can be less than a micrometer. The beam spot size can be much
bigger than the domain size of the crystal assuming sufficient photon flux.
It also relieves the requirement of the sample position accuracy. As long
as the sample is position well enough so the PEEM can work properly, the
sample positioning is fine. Compared to the hemisphere energy analyzer
which has a typically collection angle less than 30 degrees, it has full solid
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angle collection, no sample rotation is needed for the experiments. However,
the spatial resolution comes at the cost of significant loss of the data rate.
The data rate loss is due to the beam spot may be much bigger than the
region of interest. All the electrons coming out is region of interest is blocked
by the field aperture. The signal loss is proportional to the ratio of beam area
to the region of interest. In the case of 100 µm spot size and 1 µm spatial
resolution, the loss is 4 orders of magnitude. The data rate in the tr-ARPES
experiments is already challenging, with spatial resolution, the data rate is
even more challenging.

Space charge effects also play an interesting role here. Since the space
charge effects blur not only the energy resolution but also the spatial and
angle resolution. In the space charge limited system, making the beam size
smaller doesn’t necessarily increase the data rate. Space charge effects ulti-
mately limits the photon flux and data rate as the beam spot size shrinks.

1.3 Space Charge Effect

Time resolved ARPES experiments on the solid surface is technically chal-
lenging, particularly restrictive in its data rate and data quality. One of the
major limitations is the well known space charge effects. Because tr-ARPES
experiment typically requires small spot size, low rep rate sources can gen-
erate high density electrons on the surface, The Coulomb repulsion within a
short electron cloud can distort the energy distribution of the electrons and
result in a considerable loss in data fidelity and restricts the data rate of the
experiments. In XUV experiments, most electrons are the secondary elec-
tron with low kinetic energy, those secondary electrons usually don’t have
information of binding energy but still contributes to the space charge effects
which cause distortion to the primary electrons. Moreover, in tr-ARPES, a
pump beam is used to excite the sample. An intense pump pulse can also gen-
erate electrons through multi-photon ionization, and the electrons generated
by the pump beam all contribute to the space charge effects. The indication
of the space charge effects are, for example, the broadening and shifting of
electron energy distribution, high energy electron tail and the appearance of
the ghosting peaks.

As discussed in Ref. [44, 45], the spacial distribution of the electron cloud
can strongly influence the space charge effects. As shown in Fig. 1.3, the
electrons starts with velocity v, the average distance between cloud electrons
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Figure 1.3: Comparison of space charge effects in short pulse regime (a) and
long pulse regime (b).

perpendicular to the surface is determined by vt0 where t0 is the pulse du-
ration and characteristic length parallel to the surface is the source size d0.
In the short pulse regime in which vt0 � d0, all the electrons reside in a
quasi 2D slab on the surface as shown in Fig. 1.3 a) while in long pulse
limit where vt0 � d0, the electrons forms a column shape shown in Fig. 1.3
b). The femtosecond pulses generate slab shaped electron cloud which has
greater electron density while the electron cloud generated by synchrotron
pulse with ∼ 100 ps pulse duration is between the slab shape and the column
shape, depending on the spot size. For the beam spot size on the order of
100 µm, the electron cloud is still close to the slab shape, while for the tens
of nm spot size used in nano-Arpes, the electron cloud is column shaped,
the electron density is strongly diluted due to the temporal spread [44, 45].
Because of that, The femtosecond pulse which generates a thin slab shaped
electron cloud cause more severe space charge effects [46].

Since electrons are born on the surface with a high potential energy, as
the electron cloud leaves the surface and propagates, its potential energy is
released into kinetic energy, and cause a change in observed kinetic energy
and redistribution of energy between electrons. Some electrons speed up,
others slow down. The energy broadening ∆Eb and shifting ∆Es have been
extensively studied by experiments and simulations [47, 48, 49, 50, 51, 52, 53].
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In the short pulse limit, The scaling of ∆Eb and ∆Es is proportional to the
linear electron density shown in Equ. (1.5), N is the total number of electrons,
D is the diameter of the electron spot, and mb(s) is the scaling constant. The
electron density can be written with sample current Isample and the rep rate
frep

∆Eb(s) = mb(s)
N

D
= mb(s)

Isample

efrepD
(1.5)

This linear scaling makes bigger spot size less effective in order to re-
duce the space charge effects. Plus tr-ARPES experiments usually can’t use
a spot size much bigger than a milimeter due to the momentum resolution
and the required pump power. In ref. [53], classical simulation method is
used to model electron cloud propagation in free space, their simulation con-
firms the linear scaling relation. The scaling factor has been experimentally
measured by several groups. These measurements generally agree with each
other within a factor of two. for exmaple, in ref. [50] by Plötzing et. al, the
3d peak of Cu(001) surface is used to monitor the space charge effect of a
HHG based source, the scaling constant mb is measured to be 2.1 meVµm
, and ms is measured to be 3.15 meV·µm. Using a synchrotron, in ref. [49]
by Zhou et. al, the fermi edge of a gold polycrystaline is used to study the
space charge, mb is measured to be 2.9 meV·µm , and ms is measured to be
2.2 meVµm.

Due to space charge effect, for the low rep rate HHG based light source,
even achieving moderate energy resolution is challenging. For example, to
achieve 50 meV energy resolution with a 100 µm spot size, the electrons need
be less than 2500 e/pulse, assuming 1 kHz rep rate source, the attainable
sample current is less than 1 pA. Compared to the nanoamps sample current
typically achieved at the synchrotron light source, the data rate is orders
of magtitude lower. In term of usable photon flux, assuming 10% quantum
efficiency and 20 eV photon energy, the usable power is less than 100 pW,
but such an HHG source typically can generate XUV light on µW power
level. Only tiny amount of the light can be used in the experiments.

In photoemission electron microscope (PEEM) experiments, space charge
effects are even a bigger problem. In a conventional electron detector, the
energy distortion happens during a short propagation distance after the elec-
trons leave the surface. In PEEM, all the electrons are accelerated and sucked
by its objective lens and travel through the electron optics. The space charge
occurs, to a large extent, due to the propagation inside the PEEM [54, 55].
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The space charge effects not only affect the energy distribution, but also
the imaging resolution. Ref. [55] shows the ultimate spatial resolution of
the PEEM is limited by the space charge effect. With a beam spot size of
∼10 µm, 600 electron/pulse gives a resolution of 18 nm which is much big-
ger than the theoretical resolution 2 nm. A detailed discussion about space
charge effects in PEEM is in section. 8.5.

Figure 1.4: Constraints on sample current and energy resolution due to space
charge effects. Dashed lines are created by evaluating Equ. (1.5) for different
repetition rates assuming 1 mm spot size and symbols represent published
results applying HHG to surface photoemission. A in Ref. [1],B in Ref. [2],C
in Ref. [3], D in Ref. [4], E in Ref. [5], F in Ref. [6], G in Ref. [7],H in Ref. [8].
This figure is adapted from Ref. [9].

Equ. (1.5) indicates the space charge effect is inversely dependent on the
rep rate of the source. This can be understood by the number of electron
per pulse decreases as the rep rate increases if the sample current is kept
as a constant. Increasing the rep rate is an effective way of mitigating the
space charge effects. Figure 1.4 illustrates the constraints on attainable sam-
ple current for a given resolution according to Equ. (1.5). The dashed lines
indicate the space charge limits for sub-ps laser-based systems of different
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repetition rates assuming a 1 mm spot size - large by ARPES standards. Yel-
low circles represent results from tunable HHG systems and purple squares
represent setups where the photon energy is not tunable in-situ. Symbols
with black edges represent space-charge limited spectrometers, and symbols
with red edges represent systems that are not yet space-charge limited. For
space-charge-limited systems, the (x, y) positions represent the case where
space charge broadening and the photon bandwidth add equally in quadra-
ture. Even at the high repetition rate of 100 kHz and the coarse resolution
of 100 meV, space charge constraints still limit the sample current to 760
pA. These low data rates then often restrict experiments to strongly excited
samples using absorbed fluences on the order ∼ 1 mJ/cm2 [35, 32, 56]. At
these fluences ultrashort pump pulses also produce many electrons through
multiphoton processes which add to the space-charge problem [57, 58, 59].

The inverse dependence of Equ. (1.5) on frep has motivated a great deal
of work on high-power lasers and HHG source development. Although the
highest HHG repetition rates have been reported using high-power frequency
combs resonantly enhanced in optical cavities [60, 61], their reliability and
suitability for time-resolved photoemission has faced skepticism from several
authors [62, 63, 64]. Instead, there has been great investment in other ap-
proaches including HHG from high-power Ti:Sapphire and parametric ampli-
fiers [63, 65], HHG from high power fiber lasers [66], HHG generated within
[67] and at the output [68] of thin-disk lasers, HHG from solids [69, 70],
and HHG in the near-fields of nanostructures [71]. Despite these intense
efforts, HHG-based photoemission comparable to that done with tunable
synchrotron radiation has not been realized using any platform. Some of the
material in this section is reproduced from Ref. [9].

1.4 Considerations for tr-ARPES instrument

An ARPES instrument typically consists of three major sections: the light
source, the beam line and the experiment end station. The development
of the tr-ARPES instruments has been driven by the advance of the light
source. The application of new light sources offers intriguing prospects for
the investigation of ultrafast dynamics in complex electron systems. The
considerations about the light source of tr-ARPES instrument includes:

• Photon energy. The photon energy determines the energy and momen-
tum range of the experiment can probe. XUV (10-100 eV) is highly
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desirable. Moreover, it is critical that photon energy can be tuned in
the XUV range in order to study the dispersion relation perpendicular
to the surface. Besides that, the selection rule and detailed spectrum
shape is dictated by the dipole matrix element, which critically depends
the final state of the electron [72]. The dipole matrix element therefore
depends the photon energy which changes the final state. So tunable
photon energy is useful to study the final state effects [73].

• Rep rate. To mitigate the space charge effects, high rep rate on the
order of tens of Megahertz is required.

• Photon linewidth. The photon linewdith sets the fundamental limit of
the energy resolution in the tr-ARPES experiments. Typically, < 100
meV photon linewidth is required. For some high resolution experi-
ment, <10 meV is ideal.

• Photon flux. For fast data rate, the photon flux comparable to the
synchrotron radiation which is higher than 1011 γ/s is required. Notice
that in the low rep rate system, the usable photon flux can be severely
limited by the space charge effects.

• Pulse duration. The pulse duration sets the time resolution in the
tr-ARPES experiments. To study the electron related dynamic pro-
cess, time resolution less than or on the order of 100 fs is typically
required. Notice that the pulse duration sets the lower limit of the
photon linewidth. In the tr-ARPES experiment, there is a trade-off
between the time resolution and the energy resolution.

• Noise and long term stability. The noise performance of the light source
sets an upper limit of the S/N of the instrument. The signals in the
tr-ARPES experiments are usually small. To identify the small signal,
a low noise and stable light source is critical.

• Cost. The cost of building the XUV facilities such as synchrotron and
free electron laser can be enormous. It’s important to control the cost
for the lab environment.

The XUV beamline filters and delivers the photons to the experiments.
The performance of the beamline is important for the overall instrument,
particularly in the XUV wavelength. The considerations for the beamline
includes:
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• Broad tuning range. As the tunable photon energy is required in the
experiments, the beamline is required to deliver the photons with tens
of eV bandwidth.

• Wavelength selection. For a broad band source, the wavelength se-
lection is necessary. The resolution of the wavelength selection may
contributes to the final energy resolution of the instrument. Besides
that, due to the high dynamic range of the electron detection, a “pure”
single wavelength with high contrast is required. The contamination
wavelength could cause potential confusions of the spectrum feature.

• Photon transmission. The majority of photons generated by the source
could be lost in the beamline due to the difficulty of the XUV optics.

• Beam spot size. Beam spot affects the pump power required for certain
fluence. It is also critical for the momentum resolution of the electron
detector. For the conventional electron energy analyzer, a beam spot
size < 100 µm is ideally used in the tr-ARPES experiments.

• Simple construction. Due to the high vacuum and sophisticated optics
required by the XUV, The construction and alignment of the XUV
beamline can be quite complicated.

The electron detector is critical for the tr-ARPES instrument. The hemi-
sphere energy analyzer and the time of flight energy analyzer are the two
common types used in the ARPES experiment. The consideration of the
electron detector include:

• Electron detection efficiency. The electron detection efficiency is critical
for the data rate.

• Electron energy resolution. Ideally, the energy resolution of the de-
tector is smaller than the photon linewidth, so it doesn’t affect the
overall energy resolution. The state of art hemisphere energy analyzers
have energy resolution of 1 meV while the time of flight detectors have
demonstrated resolution on the order of 10 meV [16].

• Electron momentum range. The momentum range of ∼ 2 Å−1 is typ-
ically needed for tr-ARPES. The momentum range of the detector is
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related to the collection angle of the electron detector. Ideally, the de-
tector can collect 2π solid angle which is the half side of the sphere. In
that case, the momentum range is only limited by the photon energy.

• Electron momentum resolution. A typically tr-ARPES experiment re-
quires the momentum resolution on the order of 0.1 Å−1.

• Maximum count rate. The maximum count rate of the detector sets
an upper limit of the data rate. For the commonly used micro-channel
plate (MCP) based detector, the maximum count rate is on the order
of million counts per second(Mcps).

• Electron filters. The electron filters used to select the electrons in
energy, momentum and real space are important for some tr-ARPES
experiments. Besides that, electron filters are also critical when the
data rate of the experiments is limited by the maximum count rate of
the detector.

• Spatial resolution. For some samples such as 2D materials, the sin-
gle crystal domain size is typically on the order of micrometer. The
capability of spatially resolving the sample can greatly relieve the the
requirement on the beam spot size.

1.5 High harmonic generation

There is a lack of suitable XUV sources for tr-ARPES experiments with
femtosecond pulse duration. Synchrotron radiation provides high rep rate
and high average flux XUV photons, but its pulse duration is inherently
long [74]. The free electron laser (FEL) which is also an accelerator based
facility can provide femtosecond XUV pulses with high flux, However, due
to its low rep rate, the space charge effects severely limits the data rate of
the tr-ARPES experiments. Besides the space charge effects, the fluctuation
from pulse to pulse in FEL can be a concern.

The laser based light sources with extraordinary coherence and short
pulse duration are ideal. However, there are few lasers working at XUV
wavelength [75, 76]. This can be understood through a common scaling
argument [77]. To obtain population inversion in the XUV wavelength, the
excitation rate in the gain medium must be bigger than the spontaneous
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emission rate which scales with third power of the optical frequency. Plus
the photon energy of the pump also scales linearly with the optical frequency.
The pump power needed to make a XUV laser is at least to the 4th power
of the optical frequency. The amount of pump power required therefore is
enormous.

Fortunately, the development of the ultrafast laser techology provides new
ways of frequency upconversion such as high harmonic generation (HHG).
The high harmonic generation was first observed first by McPherson and
colleagues in 1987 [78] and and later by Ferray et al. in 1988 with better
understanding [79]. With intense femtosecond laser pulse focused into a gas
medium, high order harmonic can be generated. The high harmonics were
found to decrease in intensity as the order goes up for the low orders, but then
form a plateau, with the intensity of the harmonics remaining approximately
constant extending into the XUV regime. Shortly after its discovery, HHG
based XUV source was used for the ARPES experiments. [80, 81, 82].

In HHG, an atom is ionized by the field of the intense pulse. The ioniza-
tion mechanisms can be classified into two main categories: the multiphoton
ionization and the strong field ionizaiton. Multiphoton ionization occurs in
the perturbative regime. The field required is much lower than the atomic
field strength which is on the order of ∼ 50 V/Å. The atom is ionized due
to the absorption of several photons simultaneously. The ionization rate
strongly depends the number of photons required.

As the field strength approaches to the atomic field, the potential barrier
of the atom is lowered and made short, leading to quantum mechanical tun-
neling of the electron wave function to the continuum. This is called strong
field regime. The Keldysh parameter shown in Equ. (1.6) is typically used
to estimated the field strength.

γ =

√
Ip

2Up
(1.6)

where Ip is the ionization potential and Up is the ponderomotive energy.
The ponderomotive energy is defined as the average kinetic energy of a free
electron in the oscillating light field. It can be calculated by Equ. (1.7)

Up =
e2E2

4mω2
0

(1.7)

where E is the electric field amplitude, m is the electron mass and ω0 is the
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optical frequency. For a pulse with γ � 1, the multiphoton ionization is
dominant. Usually HHG is conducted in a regime where γ ∼ 1.

1.5.1 Three step model

Figure 1.5: Schematic illustration of the three step model. Atoms are tunnel-
ionized near a peak in the electric field. The electron can then gain kinetic
energy from motion in the field and recombine, emitting a high energy pho-
ton. This image is taken from Ref. [10]

To fully explain the HHG process requires quantum mechanical treat-
ment of the electron wavefunction under strong field [83, 84]. However, it
is interesting that the many important features of HHG are well described
by the semi-classical three-step model pioneered by Corkum [85] and Lewen-
stein [86], and illustrated in Fig. 1.5. In this simple model, the ionization
mechanism of the electron from the parent ion is tunneling but the inter-
action of the free electron in the incident electric field is treated classically.
In the first step, the electron tunnels out from the parent ion and get into
free electron states with zero kinetic energy. In the second step, the free
electron is accelerated by the the field like a classical particle, completely
free from any influence of the ion. As the oscillating field reverses direction,
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the electron will accelerate back towards the parent ion. In the third step,
There is a chance that the free electron returns to the position of the parent
ion, radiatively recombines and emits a photon. This photon will possess all
the kinetic energy gained in the interaction with the driving field plus the
ionization energy of the atom. The maximum of the photon energy which is
the cut-off of the HHG spectrum can be calculated from consideration of the
classical trajectories and is given by

h̄ωc = Ip + 3.17Up (1.8)

Notice that Up scales inversely with the square of the driving frequency
because electron spends longer time in the field and gains more energy. It
has been demonstrated that the harmonics generated by high power mid IR
laser can extend all the way into hard X ray regime exceeding 1 keV photon
energy. [87].

With multi-cycle drive laser pulses, the HHG happens every half cycle
of the drive laser field. In the time domain, the harmonics are generated
twice as the optical frequency of the drive field. As a result, in the frequency
domain, the harmonics spectrum is characterized by discrete peaks separated
by twice the photon energy of the drive laser.

1.5.2 Phase matching

The growth of harmonics power as it propagate through the target gas de-
pends on the phase matching. The intensity of harmonic q generated over a
medium with density ρ and length L can be described as Equ. (1.9) [88, 10, 89]

Iq(t) =
|dq(t)|2

λ2
q

(ρL)2

(∆k(t)L)2 + (αqL)2

(
1 + e−2αqL − 2e−αqL cos (∆k(t)L)

)
(1.9)

where αq is the absorption coefficient of the gas for harmonic q, λq is the har-
monic wavelength, L is the medium length, ρ is the atom density, ∆k(t) ≡
qk0 − kq is the time-dependent wave-vector mismatch between the funda-
mental and the q-th harmonic, and dq(t) is the single atom HHG dipole at
harmonic order q.

It is imperative that harmonics generated at the front of the gas target
be in phase with harmonics generated at the back of the target. Otherwise
destructive interference can occur and harmonic power will be affected. We
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can define the time dependent phase matching factor Fq (t) as the ratio of
Iq (t) to its value at ∆k = 0 as shown in Equ. (1.10)

Fq(t) =

∣∣∣∣ αqLe
αqL

(i∆k(t) + αq)L

(
ei∆k(t)L−e−αqL

)∣∣∣∣2 (1.10)

In the single pass HHG, Fq could exhibit a transient peak at a degree of
ionization where dispersion due to the neutral gas atoms and the plasma
electrons balance. Only harmonics generated during this time window satisfy
the phase condition. This creates a so-called ionization gate on the harmonic
emission. The transform limited harmonic line width in principle depends
on the emission window of the harmonics an therefore can be broadened by
the ionization gate.

∆k in the equation consists of four terms [10]:

∆k = qk0 − kq = ∆katomic + ∆kplasma + ∆kGouy + ∆kdipole (1.11)

∆katomic is the phase mismatch caused by the neutral atoms. All the
equation in the section will be in CGS unit. The index of refraction for a gas
can be expressed in terms of the atomic scattering factors f 0

1 and f 0
2 .[90]

n(ω)− 1 = −ρr0λ
2

2π

(
f 0

1 (ω)− if 0
2 (ω)

)
(1.12)

where r0 is the classical radius of the electron. The numerial values of atomic
scattering factors can be found in Ref.[10]. The index of the gas obviously
depends on the density ρ or gas pressure. Then ∆katomic also depends on the
gas density

∆katomic = q
ω0

c
[n(ω0)− n(ωq)] = −qρr0λ0

(
f 0

1 (ω0)− 1

q2
f 0

1 (ωq)

)
(1.13)

The gas medium is rapidly ionized by the drive laser pulse in the HHG
process. This forms a free electron plasma with time dependent plasma
frequency

ωp(t) =

√
η(t)

4πρe2

m
(1.14)

where η(t) is the time dependent ionization fraction. The index of refraction
of plasma can be expressed as

n(ω) =

√
1−

ω2
p

ω2
(1.15)
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For the optical and XUV frequencies of the drive laser and the harmonics
and gas densities used for HHG, ωp � ω, and

n(ω)− 1 ≈ −1

2

4πρe2

mω2
(1.16)

The time dependent phase mismatch caused by the plasma ∆kplasma(t)
can be expressed as

∆kplasma(t) =q
ω0

c
[n(ω0)− n(ωq)]

≈ q
ω0

c

(
−η(t)

2πρe2

mω2
0

)
= −qη(t)ρr0λ0

(
1− 1

q2

) (1.17)

The Gouy phase term ∆kGouy comes from the fact that the fundamental
and the harmonic experience different Gouy phase when they go through the
focus. It depends on the HHG gas nozzle position zc from the focus

∆kGouy = − q

zR

1

1 + z2c
z2R

(1.18)

where zR = πw2/λ is the Rayleygh range of the gaussian beam. Notice
that the Gouy phase term is purely geometrical and therefore scaled with
zR and it doesn’t depend on the time or intensity at all. However,the phase
mismatch caused by the Gouy phase ∆kGouy is not a constant, it varies on the
distance along the laser beam z. For the HHG with tight focus which means
short zR, the Gouy phase term could be the dominant phase error. Since
the Gouy phase term ∆kGouy rapidly changes with the distance, It makes
sense to make the gas nozzle opening shorter than the Raighley range zR in
HHG. The Gouy phase also explains why the conversion efficiency of HHG
with very tight focus is low, although high intensity on the order of 1×1014

W/cm2 can be achieved with moderate pulse energy ∼ µJ and very tight
focus on the order of µm.

The dipole phase term ∆kdipole depends the gas nozzle position zc and
the peak intensity

∆kdipole =
2|αjq|Ipeak

zR

zc
zR(

1 +
(
zc
zR

)2
)2 (1.19)
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where αjq is the intensity dependent phase coefficient which depends on
whether the harmonic is in the plateau or cutoff region of the spectrum and
the quantum path dominating the single atom dipole. For harmonics in the
plateau, |αjq| is 1×10−14 cm2/W for the short quantum path and 25×10−14

cm2/W for the long quantum path [91, 92].
The plasma and neutral gas dispersion have opposite signs and for long

trajectories it’s in principle possible to make them cancel each other at a
certain plasma density ( ∼ 10 % ionization [88]). The sign of the dipole term
depends on the position of the gas nozzle with respect to the laser focus.
It’s possible to make the dipole term cancel the Gouy phase term in a short
length window by positioning the gas nozzle before the focus.

1.6 Frequency Comb and enhancement cav-

ity

High-power ultrafast lasers are usually required to drive high harmonic gen-
eration, providing XUV ultrashort pulses with a table-top setup. Due to the
high pulse energy required by HHG, The repetition rate is then limited by
the average laser power available, usually to less than 100 kHz. However,
to mitigate the space charge effects in tr-ARPES experiments, higher repeti-
tion rate HHG source is ideal. An elegant way to achieve this is via resonant
enhancement of the fundamental pulse train in a femtosecond enhancement
cavity[93, 94] The technique is called cavity enhanced high harmonic gener-
ation (CE-HHG).

1.6.1 Energy relations in optical cavities

Here we briefly introduce the fields and intensities calculation in ring cav-
ity [95]. Consider the 6 mirror bowtie cavity shown in Fig. 1.6, with a input
coupler mirror and 5 high reflector mirrors with the same reflectivity R. The
incident light field is E0, the circulating field is Ec and the total reflected
field is Er. The field transmission and reflection coefficients of the input
coupler are t1 and r1. Using the convention in [96], rm given by r5 where
r =
√
R is field reflection coefficient of the other mirrors. rm represents the

total reflection of the other 5 mirrors.
The total phase shift of one round trip is ψ. The total reflected field Er

is a sum of the reflected field and the transmitted field through the input
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Figure 1.6: A schematic of ring-cavity to show the fields and intensities.

coupler from different round-trips.

Er = −E0r1 + E0rmt
2
1e
−iψ + E0r1r

2
mt

2
1e
−2iψ + . . .

= E0
rme

−iψ − r1

1− r1rme−iψ

(1.20)

The field circulating the cavity is

Ec = E0t1 + E0r1rmt1e
−iψ + E0r

2
1r

2
mt1e

−2iψ + . . .

= E0
t1

1− r1rme−iψ
(1.21)

Using cosψ = 1 − 2 sin2 ψ
2
, we get the intensities of the reflected and circu-

lating light.

Ir = I0
(r1 − rm)2 + 4r1rm sin2 ψ/2

(1− r1rm)2 + 4r1rm sin2 ψ/2

Ic = I0
t21

(1− r1rm)2 + 4r1rm sin2 ψ/2

(1.22)

The circulating intensity is maximum when the round-trip phase shift ψ is
an integer multiple of π. The cavity finesse is defined as the ratio of free
spectral range and cavity linewidth ∆ν1/2.

F ≡ free spectral range

∆ν1/2

=
π
√
r1rm

1− r1rm
(1.23)
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Using equation 1.22, the highest achievable power buildup B is when the
round-trip phase shift ψ is an integer multiple of π.

B =
Ic
I0

=
t21

(1− r1rm)2
=

1− r2
1

(1− r1rm)2
(1.24)

When r1 = rm, the cavity is impedance matched. For a ring cavity operat-
ing at impedance matched condition, and also with r2

1 + t21 = 1, the power
enhancement factor B is

B =
Ic
I0

=
t21

(1− r1rm)2
=

1

t21
=
F
π

(1.25)

For the over-coupled cavity which means r1 < rm, the round-trip loss is
dominated by the input coupler mirror, Then the power buildup factor is 2F

π

instead of F/π.

B =
Ic
I0

≈ (1− r1)2

(1− r1)2
≈ 2

1− r1

≈ 2F
π

(1.26)

Notice that for the same cavity finesse, nearly twice higher power buildup
factor can be obtained by using the over-coupled cavity. So we adopt the
over-coupled cavity for our CE-HHG source.

1.6.2 Frequency comb

An optical frequency comb is a laser source with a spectrum consisting of
many precisely equally spaced, narrow linewidth lines as shown in Equ. (1.27).

νn = f0 + nfrep (1.27)

The frequency comb can be understood in frequency domain and time domain
as shown in Fig. 1.7. In frequency domain, The frequency comb laser can
be viewed as a great many CW lasers simultaneously emitting at frequency
spacing frep and offset f0. In time domain, frequency comb is a repetitive
pulse train. The pulse train has a precise repetition rate frep. For each pulse,
the carrier-envelope offset phase of the pulse advances by ∆φCE related to
f0 by Equ. (1.28).

f0 =
∆φCE

2π
frep (1.28)
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Figure 1.7: Schematic illustration of frequency comb in time domain and
frequency domain.

As a Nobel prize winning technology, the frequency comb has had an impact
on many aspects of science and technology. Frequency comb has been used
as an frequency ruler which provides a direct link from radio frequencies to
optical frequencies. The optical frequency can be measured with great accu-
racy, related applications include high-precision spectroscopy, optical com-
munications, optical atomic clock and so on. On the other hand, broadband
frequency comb can be femtosecond pulse train. After the passive amplifi-
cation in the enhancement cavity, we use the frequency comb for nonlinear
frequency up conversion in high harmonic generation.

1.6.3 frequency comb optical cavity coupling

Assuming the cavity is in the vacuum, the cavity resonance frequencies are
solutions to Equ. (1.29)

ωm
c
L+ φmirror(ωm) + φGouy = 2πm (1.29)

where m is an integer, c is the speed of light, L is the vacuum path length, and
φGouy is the Gouy phase of the cavity. Interestingly, different from the single
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pass case, the Gouy phase experienced by the intracavity light doesn’t depend
on the wavelength and it only depends on the geometry of the cavity [97, 98,
99]. φmirror(ωm) is the round-trip frequency-dependent phase shift imparted
to the light by the mirrors. Expanding this ideal mirror spectral phase around
a central frequency ωc and truncate at the linear term

φmirror(ωm) = φ0(ωc) + φ1(ωm − ωc) +
1

2
φ2(ωm − ωc)2 (1.30)

Ignore the second order term for now, then the cavity resonance frequencies
can be written as

ωm
c
L+ φGouy + φ0 + φ1(ωm − ωc) = 2πm (1.31)

After some transformation, the cavity resonant frequencies can be written in
a similar way as the frequency comb

f =
ωm
2π

=m
1

L
c

+ φ1

+
1

2π

φGouy + φ0 − φ1ωc
L
c

+ φ1

= mfrep + f0

(1.32)

where frep and f0 of the cavity mode can be written as

frep =
1

L
c

+ φ1

(1.33)

f0 =
1

2π

φGouy + φ0 − φ1ωc
L
c

+ φ1

(1.34)

The coupling between a frequency comb and a cavity could be understood
in both frequency domain and time domain as shown in Fig. 1.8. In the
frequency domain, the frep and f0 of the frequency comb is matched to the
frep and f0 of the cavity. Since the frequency comb has only two degrees of
freedom, matching frep and f0 will automatically match every cavity mode
to the frequency comb teeth. In the time domain, the femtosecond pulse
circulating inside the cavity constructively interference with the incoming
pulse at the input coupler mirror, with the right time and right phase. By
doing this, the broad spectrum of the frequency comb can be coupled into
the cavity and the power can build up as Equ. (1.24).

Notice that the comb teeth of the frequency comb are precisely equally
spaced, While the cavity mode is only approximately equally space because
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Figure 1.8: Schematic illustration of coupling a frequency comb into a cavity.

Equ. (1.30) truncated at the linear term. The second order term φ2 which is
the group delay dispersion (GDD) of the mirror coating can cause the cavity
modes to no longer be evenly spaced. So in order to couple bandwidth ∆ω
into the cavity, the mirror coating should have a flat phase within π/F over
the bandwidth. The tolerance of the second order phase φ2 can be estimated
by

1

2
φ2∆ω2 <

π

F
(1.35)

1.6.4 Power scaling of the enhancement cavity

Ioachim Pupeza and coworkers from Max-Planck-Institute has systemat-
ically investigated the power scaling of the enhancement cavity [100, 101,
102, 103, 104, 105, 106]. The major limiting factors of the intracavity power
are nonlinear effects and thermal effects. In Ref. [101], an intracavity average
power of 18 kW was demonstrated for 200 fs pulse in an empty bowtie cav-
ity. The power is limited by the nonlinear effects of the mirror coatings. By
stretching the pulse to > 2 ps, the intracavity power can reach 72 kW limited
by the thermal lensing effect of the mirrors. In Ref. [100], by using optimized
mirror coating and low expansion mirror substrates, 400 kW average power
with 250 fs pulse duration is demonstrated, the power limiting factor is the
thermal lensing of the input coupler mirror. Then by using a sapphire sub-
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strate input coupler mirror and stretching the pulse to 10 ps, 670 kW power
was obtained. This sets the world record of the highest power in an empty
cavity so far. This power level can’t be reached with compressed pulses due
to the optical damage of the input coupler mirror. The Laser Interferometer
Gravitational-Wave Observatory (LIGO) also uses an enhancement cavity
with a different geometry, It has an intracavity power of 20 kW with 10 W
CW input light at 1064 nm [107].

For the cavity with a Brewster plate or HHG gas nozzle, the nonlinear
effect put a severe limit on the power scaling. The constructively interference
with the pulse is required every round trip, so the round trip phase error in
the cavity should be less than π/F over the entire bandwidth, including any
nonlinear phase shift. In Ref. [108, 106], an 5 kW intracavity power was
obtained with a quartz plate inserted in the cavity and compressed pulse,
the thermal and nonlinear effects in the Brewster plate led to a coupling
among transverse cavity higher-order modes which limits the power scaling.
In Ref. [109], 12 kW is reported with fused silica brewster plate, however,
after a few minutes, the Brewster plate was damaged. We have demonstrated
stable >12 kW intracavity power with 250 µm sapphire brewster plate [12].
The sapphire Brewster plate doesn’t damage at this power level. However,
the nonlinear effects prevents the cavity power from going up. Although
the nonlinear effects limits the power scaling, the Brewster plate can be
used to compensate the thermal lensing effect of the mirrors. In Ref. [102],
160 kW cavity power is reported with good beam spatial mode aided by
thermal lensing cancellation. However, in this work, the pulse has to be
stretched in order to avoid nonlinear effects. Although the nonlinear effects
in the enhancement cavity is detrimental, when it is properly manged, it
can support broad bandwidth soliton-like pulses in the cavity. Recently,
self-compressed and self-stabilizing dissipative solitons in nonlinear optical
resonators with a Brewster plate are demonstrated [110].

1.7 Time- and angle- resolved photoemission

instrument layout

During my PhD, I have designed and built an advanced instrument for time-
and angle- resolved photoemission spectroscopy. The instrument consists of
4 major part: the 80 W frequency comb laser discussed in chapter 2, the
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Figure 1.9: Time- and angle- resolved photoemission instrument layout. IC=
input coupler, GJ= gas jet, BP= Brester plate, VPD=vacuum photodiode,
TM= toroidal mirror, PD= photodiode, CHK=choker, ALF= aluminum fil-
ter.

XUV source based on CE-HHG in chapter 3, the XUV beamline discussed in
chapter 4 and the surface science chamber discussed in chapter 5 with Time
of flight electron momentum microscope detector (TOF k-mic) discussed in
chapter 8. To demonstrate the the capability of this instrument, I applied the
instrument to the study of laser assisted photoemission on Au(111) surface
in chapter 6, the electron dynamics of a thin C60 film in chapter 7 and the
occupied electron states of HOPG sample in chapter 9.

The layout of the instrument is shown in Fig. 1.9. A home-built 80 W,
155 fs frequency comb laser with a repetition rate about 80 MHz at 1.035 µm
(hν = 1.2 eV) is used to drive the enhancement cavity. The enhancement
cavity is bow-tie cavity consisting of 6 mirrors. Typically 5-10 kW average
power builds up in the cavity. Harmonics are generated by flowing noble
gas to the cavity focus and then reflected into the beamline by a sapphire
wafer placed at Brewster’s angle. The beamline consists of a time preserv-
ing XUV monochromator, a choker chamber for differential pumping and a
refocusing mirror. The monochromator consists of toroidal mirrors TM1, a
grating, toroidal mirror TM2 and the slit. A single XUV wavelength is se-
lected by the monochromator, and then focused to 100 µm spot on the sample
housed in a surface science chamber. A choker (CHK) is inserted between
the monochromator and the refocusing mirror for differential pumping. The
light source and beamline deliver tunable XUV light pulses (8 eV to 40 eV,
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< 100fs) with flux up to 3×1011 photons/second to the sample. Thanks to
the high rep rate, space charge effects which have severely limited previous
tr-ARPES experiments are eliminated. This enables ultrafast time-resolved
ARPES experiments with nano-Ampere sample photocurrents comparable to
those employed in synchrotron experiments. This is an increase of approx-
imately two orders of magnitude compared with conventional HHG sources
at comparable energy resolution and spot size.

The surface science chamber serves as the experiment end station and it
is integrated with a complete set of surface science instruments including X-
ray gun, hemisphere energy analyzer, sputter gun, mass spectrometer, RGA,
LEED. For the energy detector in the tr-ARPES experiments, a TOF k-
mic is used, which features highly parallel electron detection in energy and
momentum space, full solid angle collection, and µm spatial resolution. We
have been improving its performance such as electron filtering so it adapts
to the 80 MHz tr-ARPES experiments. This detector improves the data rate
by approximately another two orders of magnitude. In all, this instrument
improves the data-rate for ultrafast time-resolved ARPES measurements by
approximately 4 orders of magnitude, enabling tr-ARPES experiments in the
pertubatively excited regime.
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Chapter 2

High-power low-noise Yb:fiber
frequency comb laser

2.1 Introduction

Originally intended for the precise measurement of optical frequencies, fem-
tosecond optical frequency combs have since found many other applications
outside of their original purpose.[111, 112] They are now used for the cal-
ibration of astronomical spectrographs,[113] laser ranging,[114] high-order
harmonic generation,[60] attosecond physics,[115, 116] and direct frequency
comb spectroscopy,[117, 118] among other things. In our case, for example,
we passively amplify the frequency comb laser to 100 µJ pulse energy by an
enhancement cavity and use the high energy pulse to generate high order
harmonics at full rep rate. Thus for a frequency comb with a full rep rate,
low noise and high average power is needed.

Ytterbium-based systems then stand out as providing an excellent plat-
form for average power scaling due to the very small quantum defect of Yb
and the capability of high doping in both glasses and crystals. [119, 120, 121]
Since the first Yb-based femtosecond lasers,[122, 123] progress in this field
has moved at a rapid pace using fibers, thin disks, and slabs. Yb:fibers are
particularly attractive for average power scaling, due to the large surface
area to volume ratio of fibers, large gain bandwidth,[119] and the availability
of double-clad fibers for use with low-brightness (and thus low-cost) pump
diodes. Indeed, kW scale femtosecond lasers have been reported using high-
power Yb:fiber amplifier systems,[124, 125] and amplified Yb-combs have
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demonstrated high phase coherence.[126] Yb:fiber has sufficient gain band-
width to support sub-200 fs pulses through linear chirped pulse amplification
(CPA), in which the total nonlinear phase shift accumulated in the ampli-
fier chain is kept less than 1 radian.[127] Recently, shorter pulses have been
generated at high average power through nonlinear amplification,[128, 129]
in which nonlinear propagation in the gain fibers is harnessed for generat-
ing additional spectral components. With narrow linewidth and control-
lable combs,[126, 130, 131, 132] the simultaneous combination of high peak
and average power can be obtained through enhancement in passive optical
cavities.[93, 94, 133, 130]

We present a detailed account of the design, construction, and operation
of two high-power Yb:fiber laser frequency combs that we built in our labora-
tory. Much of the material in this chapter is reproduced from Li et al. [11]. A
block-diagram outlining both lasers is shown in figure 2.1. The laser is made
from all commercial components, most of which are stock items at major
distributors, and can be assembled with only basic fiber tools. For exam-
ple, a fiber splicer capable of splicing standard single-mode fibers is sufficient
and you do not need more expensive models capable of handling polarization
maintaining fibers or photonic crystal fibers (PCF), which cost many times
more.

Figure 2.1: Overview of the laser systems. Chirped pulse amplification using
a fiber-based stretcher and simple PCF amplifiers provides minimal complex-
ity. More detailed schematics are shown in figures 2.2, and 2.7. This figure
is reproduced from Ref. [11].

In section 2.2, we describe the construction of Yb:fiber oscillators pas-
sively mode locked using nonlinear polarization evolution (NPE) and run
near zero net cavity group delay dispersion (GDD) for the lowest noise and
narrowest comb-tooth linewidth.[132]. In section 2.3, we describe CPA to 80
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W using a PCF rod amplifier. The amplifier uses fiber-based pulse stretching
with anomalous third order dispersion fibers,[134, 131] which require careful
initial design, but then dramatically simplify the mechanical design of the
laser system.

2.2 Yb:fiber oscillators

The large nonlinear phase shifts accumulated when an ultrashort pulse prop-
agates for a distance in the confined space of an optical fiber can give rise
to many phenomena.[135, 136, 137, 138] Inside a laser cavity, this high non-
linearity can allow for mode-locked operation over a very wide range of pa-
rameters. Unlike Ti:sapphire oscillators, in which a few standard designs
that emerged in the 1990’s [139, 140] are found in most ultrafast laser labs,
there are many fiber oscillator designs working at repetition rates from 100
kHZ [141] to 10 GHz,[142] and the literature presents a large and daunting
landscape to navigate. We attempt a brief summary here with the goal of
putting our lasers in context.

Mode-locked fiber lasers can be broadly classified by their net cavity GDD
and the saturable loss mechanism by which they are mode locked.[120, 143]
With large anomalous GDD, soliton-like pulse shaping produces nearly chirp-
free pulses, but with limited power.[144, 120] Lasers working with large nor-
mal GDD, even with all normal dispersion elements,[143] can support wave-
breaking free pulses of very large energy. For example, Baumgartl et al.[145]
have even demonstrated 66 W of average power and µJ pulses directly from
an oscillator without subsequent amplification. However, for the quietest
operation, with both the lowest phase and amplitude noise most suitable for
comb applications, it is desirable to operate the laser near net zero cavity
GDD. [132, 146, 147, 148, 126] Unlike Er-doped fiber lasers operating at 1.5
µm, where it is easy to make fibers with normal or anomalous dispersion,
silica fibers predominantly have normal dispersion in the 1.0-1.1 µm range
amplified by Yb, so that dispersion compensation is usually done with a free-
space dispersive delay line [132, 149, 150] or fiber Bragg gratings.[126, 148]
Fiber Bragg gratings can allow for all-fiber designs, but require very careful
design before assembly, as the dispersion is not adjustable. Oscillators with
a free-space dispersive delay line allow tuning to find zero dispersion. As we
show in section 2.2.3, with transmission gratings, fine-tuning of the grating
separation in such a delay line using piezo-electric actuators can also be used
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Figure 2.2: NPE ring oscillator design. I = Faraday isolator, WDM = wave-
length division multiplexer, QWP = quarter-wave plate, HWP = half-wave
plate, PBS = polarizing beam splitter, SM = single-mode, EOM = electro-
optic modulator, G = grating, RP = roof reflecting prism (or retroreflector,
used to change the beam hight by two reflections), M = mirror. Inset: Typ-
ical mode-locked spectra for oscillator operating near zero net GDD. This
figure is reproduced from Ref. [11].

to control the comb’s carrier-envelope offset frequency.
For mode locking, NPE in fiber[138, 137, 151] provides a fast artificial

saturable absorber[152] that does not require any special components, but
is sensitive to temperature or humidity changes. On the other hand, lasers
based on real saturable absorbers, such as semiconductor saturable absorber
mirrors (SESAM), can be made very environmentally stable, but typically
have larger phase and amplitude noise.[153, 154]1 In our lasers, we use NPE
mode locking, and have observed free-running comb-tooth linewidths less
than 30 kHz and residual intensity noise less than -130 dBc/Hz for frequencies
above 10 kHz (see figure 2.10). We have also observed reasonable long-term
stability in a laboratory setting (more details below).

1The quiet Yb-oscillators described in references[126] and [131] actually use a combi-
nation of both NPE and the SESAM
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2.2.1 Oscillator Construction

The basic layout for both Yb:fiber oscillators is shown in figure 2.2. The fiber
section provides gain and nonlinearity while the components in the free space
section compensate the dispersion of the fiber, manipulate the polarization,
and actuate on the pulse’s round-trip group delay and carrier-envelope offset
phase.

The laser components of the oscilator including the mirror coating, isola-
tor, WMD are designed to operate at 1035 nm. The pitch of the diffraction
gratings is 600 groove/mm. The pump laser is a fiber Bragg grating stabi-
lized diode laser operating at 976 nm (Oclaro LC96L76P-20R). Basic current
and temperature controllers from Thorlabs (LDC210C and TED200C) are
used to drive the pump laser. The noise specifications of this diode current
controller are sufficient to obtain low-noise operation because the effect of
high-frequency pump power fluctuations is suppressed by the low-frequency
roll-off of the pump-modulation transfer function observed for these Yb:fiber
oscillators, shown in figure 2.3a). Although the pump laser’s fiber is po-
larization maintaining (PM), we simply splice this onto non-PM fiber for
injection into the oscillator cavity with a fused wavelength division multi-
plexer (WDM). In addition to the WDM, a polarization insensitive isolator
(I1) is used to isolate the pump laser from the oscillator light.

The fiber assembly is terminated on each end with anti-reflection (AR)
coated angled FC/APC connectors which are then plugged into a fiber cou-
pler lens assembly (Thorlabs PAF-X-5-C). These AR coated fiber tips are
obtained simply by splicing the ends of AR coated patch cables (Thorlabs
P4-980AR-2) to the ends of the gain fiber and WDM fiber pigtail. The use
of connectorized fiber tips enables replacing the fiber assembly with minimal
realignment and also allows for the rough alignment of the cavity using an-
other fiber coupled laser, if desired. Single-mode Yb-doped gain fiber can
be purchased from a variety of companies (Nufern, Thorlabs, Cor-active, ...)
with a variety of Yb doping concentrations. We have used either YB1200-
4/125 or YB1200-6/125DC from Thorlabs with similar results. The fiber
assembly is spliced together with a basic optical fiber fusion splicer. In our
lab, we use a refurbished Ericsson FSU 995FA.

The specifics of the fiber lengths are important for a few reasons. The
first is that mode locking depends upon the amount of nonlinearity in the
fiber[155] and the more fiber there is, particularly following the gain fiber,
the easier it is to mode lock. Second, if the AR coated fiber tips become
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damaged, this is usually due to the gain fiber being too long, and is not
remedied simply by reducing the pump power. However, the overall length
of the assembly and the relative lengths of the different sections does not
have be controlled with high precision. By changing the fiber assembly, we
have operated oscillators with repetition rates from 70 MHz to 97 MHz with
the same free-space section and obtained similar performance.

In the free-space section, zeroth-order waveplates are used for polarization
control and tuning of the laser, a Faraday isolator ensures uni-directional
operation, an EOM enables phase modulation, and a pair of transmission
gratings is used for dispersion compensation. A polarization beam splitter
cube (PBS) is used as an output coupler, reflecting vertically polarized light
out of the cavity. The first diffraction grating (G1) is mounted on a manual
translation stage for finding zero dispersion, and a piezo-electric transducer
(PZT) for fine-tuning the comb’s carrier-envelope offset frequency. A high
reflector mirror serves as the retroreflector in the dispersive delay line. This
high reflector mirror is slightly tilted, changing the beam height by 5 mm
and allowing the beam which initially crossed above to be reflected by D-
shaped mirror (M1, which has a straight edge). The high reflector mirror is
also mounted on a PZT actuator for fast laser cavity length actuation. In
section 2.2.3, we describe the PZT and EOM actuators more carefully using
fixed-point analysis.[153, 156]

For suppression of acoustic noise and mechanical vibration,the oscilla-
tor is enclosed in aluminum sheet metal boxes sided with “egg-crate” style
sound damping foam and built on honeycomb optical breadboards that are
supported on the optical table with a 5/8′′ thick piece of sorbothane rubber.
Light is coupled from the oscillator to the amplifier chain via the single-mode
fiber pigtail of the stretcher fiber module.

2.2.2 Alignment, mode locking, and long-term stabil-
ity

Since the stress-induced birefringence of the coiled fiber assembly is unknown,
finding the correct positions of the waveplates for NPE mode locking is a
somewhat random process. If one simply randomly rotates the three wave-
plates, this amounts to searching a three-dimensional space. We have instead
developed a reliable procedure for finding mode locking that simplifies the
search considerably. First, the oscillator is aligned with the goal of min-
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imizing the pump power necessary for lasing, minimizing the CW lasing
threshold, which includes optimizing beam alignment and iterative rotation
of polarizers. The pump power is then increased to around 200 mW, well
above the minimum pump power that can maintain mode locking, which is
about 100 mW. The quarter-wave plate just before the input fiber coupler
(QWP2) is rapidly rotated a few degrees back and forth. If mode locking is
not achieved, the half-wave plate (HWP) should be stepped a few degrees
and then the QWP2 rotation repeated. This process should be repeated
until mode locking is achieved, usually within a few iterations. Once the
first quarter-wave plate (QWP1) is set for lowest CW lasing threshold, it is
generally not necessary to rotate it to find mode locking.

A major problem with NPE Yb:fiber oscillators is that they are prone
to multi-pulsing,[157] or the production of more than one pulse circulating
in the cavity. The separation between pulses can occur on many different
time scales, and thus one needs a range of instruments to detect it. Unlike
a Ti:sapphire oscillator, we have frequently observed multi-pulsing to occur
with the particularly troublesome separation of 1-500 ps: too short to mea-
sure with a typical oscilloscope, but too long to observe easily as interference
fringes in the optical spectrum. To be able to detect multi-pulsing at all
separations, we employ a combination of three instruments: (1) a low res-
olution USB optical spectrometer for small pulse separations <3 ps, (2) a
simple scanning autocorrelator using a GaAsP two-photon photodiode [158]
for the 1-50 ps range, and (3) a fast photodiode (Electro Optics Technology
Inc. ET-3010) and sampling oscilloscope (Tektronix 11801C with an SD-
26 sampling head, 20 GHz equivalent bandwidth) for longer timescales. A
collinear, interferometric autocorrelator is preferred so that one can align it
well enough to have confidence in the alignment for longer stage travels, and
a two-photon photodiode simplifies the nonlinear signal detection. When
multi-pulsing occurs, the first step is to make sure there is nothing terribly
wrong with the oscillator. Specifically, check the CW lasing threshold and
make sure it is low (typically less than 50 mW). Turn the waveplates, starting
with either the HWP or QWP2, until it stops multi-pulsing.

Once stable mode locking is found, one can search for the lowest noise.
The grating spacing for net zero GDD can in principle be calculated using the
material parameters for the fibers and other optical elements in the cavity,
and this is a good place to start, but it is generally necessary to fine tune this
spacing once mode locked. The GDD can be measured using the technique
of Knox,[159] changing the center wavelength either by inserting a knife edge
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into the dispersed beam or rotating QWP2 slightly (or both). While tuning
the grating separation, we monitor oscillator performance using two metrics
that can be evaluated quickly: (1) The oscillator relative intensity noise
(RIN), measured on a low noise, high bandwidth photodiode, and (2) the
free-running heterodyne beat between the oscillator and a narrow linewidth
(<1 kHz) CW Nd:YAG laser (Innolight Mephisto). Cingöz et al.[160] showed
that the phase noise and the RIN are correlated, and as reported by Nugent-
Glandorf et al.[132] the laser comb-tooth linewidth depends strongly on the
net cavity GDD. Indeed, we have observed optical linewidths ranging between
2 MHz and less than 30 kHz this way, depending on the grating separation.
Ref. [95] has detailed discussion.

An important question is: with what precision do I have to find zero
GDD? Previously, some authors have emphasized the importance of being
slightly normal.[126, 120] In our lab, we have observed very similar perfor-
mance on either side of zero dispersion, within approximately ±2000 fs2, in
agreement with references [132] and [161]. We have also found that being
near zero dispersion is a necessary, but not sufficient, condition to obtaining
low-noise performance, and the noise can also depend on the details of NPE
and the waveplate angles.

Once satisfactory mode-locked performance is found, we leave the oscil-
lator on indefinitely, and have enjoyed stable hands-free operation for many
months at a time in a laboratory setting with reasonable temperature and
humidity control (±1 ◦C, 20-60% relative humidity). The parts of the laser
that in principle have finite lifetimes, the pump diode and the gain fiber, are
inexpensive. We have not observed significant degradation of the pump diode
performance over three years of nearly continuous operation. However, we
have observed that the gain fibers can fail after about one year of continuous
operation. The main symptom of this is that the laser just won’t mode lock.
Lasing thresholds and output powers are similar, but stable mode-locked
operation is not re-attained until the gain fiber is replaced, or a new fiber
assembly with a fresh gain fiber is installed in the oscillator.

2.2.3 Comb Stabilization

The key element defining an optical frequency comb is that its comb teeth are
evenly spaced to an extraordinary precision. [162, 163] This occurs naturally
in mode-locked lasers and can also occur in other comb-generating systems
such as microresonators [164] and broad-band electro-optically modulated
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light fields.[165] Once even spacing is established, the comb has two degrees
of freedom that determine the frequencies of the comb teeth. Usually this
is expressed in terms of the electronically countable repetition rate frep and
carrier-envelope offset frequency f0 via the familiar comb formula

νn = nfrep + f0 (2.1)

where n is an integer and the νn are the optical frequencies. Indeed, for
self-referenced combs this may be the most sensible parameterization, as it
is frep and f0 that are actively controlled. However, for optically referenced
combs, combs coupled to cavities, or when discussing the effects of actuators
or noise sources, the discussion is often simplified by using a fixed point
analysis,[166, 156, 153] writing the comb’s optical frequencies as

νn = (n− n∗)frep + νn∗ (2.2)

where n∗ is an integer representing a fixed point of the frequency comb that
does not change due to a particular perturbation such as noise or intentional
actuation on the laser. In the fixed point picture, one considers the comb
teeth simply expanding and contracting around the fixed point via changes
in frep. The larger the frequency difference is between the fixed point and a
particular comb tooth, the more the frequency of that comb tooth changes
due to the perturbation.

Since the frequency comb has two degrees of freedom, one needs two
feedback loops and two actuators to stabilize the comb. Ideally, these two
feedback loops would have zero cross-talk. For example, if one directly sta-
bilizes frep and f0, ideally one actuator would actuate only on frep and the
other only on f0. In practice, this goal is almost never reached exactly, which
is acceptable as long as one feedback loop can be significantly slower than
the other, such that the faster loop can adiabatically track and correct for
the cross-talk from the competing loop.

For coupling a frequency comb to an optical cavity, or locking the fre-
quency comb to another optical reference, it is desirable to have one fast
actuator with its fixed point far from the optical frequency and another
actuator with fixed point near the optical frequency. This allows the fast
actuator to have large travel at optical frequencies that are being stabilized,
and the second actuator to simply cause the comb to breath around this
locked point.

A commonly used combination of actuators to accomplish this is a fast
intracavity EOM [167, 168, 169, 170, 171, 172, 173] for cavity length changes,
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Figure 2.3: Pump amplitude to laser amplitude modulation transfer function.
This figure is reproduced from Ref. [11].

with fixed point near DC (n∗ ∼ 0), and the pump laser power for changing
the intracavity pulse’s round trip phase shift, with fixed point near the op-
tical carrier frequency.[153, 156, 174] While fast bandwidth can be obtained
via actuating on the pump current in some laser designs,[160] the bandwidth
attainable with this actuator depends on the details of the laser and popu-
lation inversion dynamics.[175] In the current ring cavity design with lower
loss and smaller gain than the laser in reference [160], and thus lower relax-
ation oscillation frequency, we have observed the bandwidth of pump power
modulation to be quite limited, as shown in figure 2.3. To record this data,
we modulate the pump diode current sinusoidally and record the amplitude
modulation on the comb light with a photodiode and a spectrum analyzer.
The pump current to pump power transfer function (not shown) was inde-
pendently verified to be flat out past 1 MHz modulation frequencies with
this setup, confirming that the roll-off is due to the transfer function of the
Yb laser.

In our lasers instead of the pump power, we use a PZT mirror which
serves as the retro-reflector of the grating compressor for actuation with a
fixed point near DC, and we use a slower µm-scale piezo-electric adjustments
of the grating spacing, which we show below has a fixed point near the optical
frequency.

For the PZT mirror actuator, A bullet shaped holder [176] is used to
provide support to the piezo, bullet shaped holder is made of copper shell
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filled with lead core. A half inch mirror is glued to the 10 mm × 10 mm
square piezo, and the piezo is glued to the magic bullet with the mirror by
Loctite Hysol 1C-LV epoxy (also sold under the trade name Torr-seal). The
substrate of the half inch mirror is cut to 0.1 inch to reduce the mass of the
actuator. The transfer function of the PZT mirror actuator is measured by
a Microson intefrometer. The result is shown in Fig. 2.4. The actuator has a
broad band flat response. The 1st resonance ocurrs at 140 kHz and the 2nd
resonance is at about 240 kHz.

Figure 2.4: The amplitude and phase of the PZT mirror actuator transfer
funciton. This figure is reproduced from Ref. [11].

We supply a 2 MHz sinusoidal voltage to the EOM to put frequency mod-
ulation (FM) sidebands on the comb that enable Pound-Drever-Hall (PDH)
locking of the combs to passive optical cavities.[94, 177, 178] We measured
the residual amplitude modulation (RAM) on the output light of the oscil-
lator to be less than -90 dBc when driving the EOMs with a 20 V (peak to
peak) sine wave (more than what is typically required for PDH locking). The
EOM alignment can be fine-tuned in situ by minimizing this RAM.

For actuation on the grating spacing, the first grating is glued to a
ring PZT (Noliac NAC2125) using Torr-seal, and this allows > 10 kHz of
bandwidth before encountering mechanical resonances. Shifting the carrier-
envelope offset phase of a pulse by actuation on the grating separation of a
pulse compressor has been employed for carrier-envelope offset phase stabi-
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lization in amplified Ti:sapphire lasers (after the amplifier chain)[179] but to
our knowledge this is first report of doing this inside a laser cavity. Here we
derive the resulting frequency shifts for a transmission grating geometry and
show that for transmission gratings operated in Littrow condition, the fixed
point is at the optical carrier frequency νoptical, such that the change in f0 is
approximately νoptical/frep larger than the change in frep.

For the parallel grating pulse compressor illustrated in figure 2.5, the total
phase shift for one pass through the grating pair is given by:[180]

φg(ω) =
ω

c
p(ω)− 2π

d
G tan(β) (2.3)

where ω = 2πν is the angular frequency, φg(ω) is the spectral phase, p(ω)
is the frequency dependent optical path length through the compressor, β
is the angle of diffraction determined from the grating equation, sin(α) +
sin(β) = λ/d, with α the angle of incidence measured from normal, d is the
grating pitch, λ is the wavelength, and G is the distance between the gratings
measured perpendicular to the grating surfaces. The second term in equation
(2.3) accounts for the 2π phase shift encountered by the light for each grating
groove traversed and must be included to obtain correct results.[180] Careful
inspection of the angle-dependent path length shows that

dφg
dG

=
ω

c

(
1

cos(β)
− cos(α + β)

cos(β)

)
− 2π

d
tan(β) (2.4)

Now one is tempted to locate the fixed point, ω∗, by setting equation (2.4)
equal to zero and solving for ω, but this is not generally correct because
mode locking demands that the comb teeth remain evenly spaced, and thus
the differential phase shift between comb tooth n+1 and n must be the same
as the differential phase shift between comb tooth n+2 and comb tooth n+1.
Enforcing this fact that the comb has only two degrees of freedom amounts
to linearizing the spectral phase using the phase shifts obtained near the
optical carrier frequency, viz.

dφcomb

dG
=
dφg
dG

∣∣∣∣
ω0

+
dτ

dG

∣∣∣∣
ω0

(ω − ω0) (2.5)

where τ = dφg/dω is the frequency dependent group delay, which is evaluated
at the optical carrier frequency ω0 in equation (2.5). The fixed point is then
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given by

ω∗ = ω0 −

(
dφg
dG

∣∣∣∣
ω0

)(
dτ

dG

∣∣∣∣
ω0

)−1

(2.6)

At the Littrow condition, α = β(ω0) = sin−1(πc/ω0d), one can show that the
phase shift due to changing the grating separation, dφg/dG, is identically zero
and the fixed point is thus at the optical carrier frequency. For the more real-
istic scenario that the gratings end up slightly off-Littrow, one can use equa-
tions (2.2), (2.4), and (2.6) along with the relation dfrep/dG = −f 2

rep dτ/dG|ω0

in order to determine the changes in comb tooth frequencies. One can also
derive relations for the changes in frep and f0. For two passes through the
grating pair, under Littrow conditions, the result is:
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Figure 2.5: Transmission grating geometry. Illustration of the notation for
the intracavity grating compressor. The grating spacing is adjusted slightly
(∆G) using a PZT to control the comb’s carrier-envelope offset frequency.
The arrow indicates the direction of positive ∆G. This figure is reproduced
from Ref. [11].

dfrep

dG
= −

4πf 2
rep

ωod
tan(α). (2.7)
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df0

dG
= −n∗dfrep

dG
=

2frep

d
tan(α). (2.8)
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Figure 2.6: Grating actuation. a) 1064 nm beat frequency change with
grating separation. b) Repetition rate change with grating separation. The
data indicate that the fixed point is near the optical frequency. This figure
is reproduced from Ref. [11].

We have experimentally verified this analysis by recording changes in
the comb repetition frequency and an optical comb tooth near 1064 nm
with oscillator A when voltage is applied to the grating PZT. The data
are shown in figure 2.6. The repetition rate changes are measured using a
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photodiode and a frequency counter. The changes in the optical frequency
are measured by recording the beat frequency of an unstabilized heterodyne
beat between the comb and the CW Nd:YAG laser. Linear fits to the data
give slopes of

dνbeat
dV

= 0.14 MHz/V and
dfrep
dV

= 0.39 Hz/V. The number
of comb teeth between 1064 nm and the fixed point can then be simply
calculated from the ratio ∆νbeat/∆frep = 3.3 × 105. So the fixed point lies
only approximately 30 THz away from the optical carrier frequency of 283
THz. This is consistent with the above equations and α deviating from the
Littrow angle by approximately 4 degrees, which is realistic given our ability
to initially set the grating angle in the laser and the α dependence of the
grating’s diffraction efficiency.

The grating can also be used to make a shift purely in f0, if the grating
is moved parallel to its surface, similar to the motion of a sound wave in an
acousto-optic frequency shifter. Here the phase shift is simply 2π per grating
pitch moved,[181] and the fixed point is at ν = ∞. Using both parallel and
perpendicular motions, in principle one could completely control the comb
with only µm-scale motions of the grating alone, as the two motions have
different fixed points.

2.3 Chirped-Pulse Amplification in Large

Mode Area Photonic Crystal Fibers

Amplification of continuous wave lasers to high average power in Yb:fiber is
straightforward, but amplification of femtosecond pulses presents additional
complications. The long length of fiber presents a large amount of dispersion
even for large mode area (LMA) fibers, and it is much more difficult to avoid
accumulated nonlinear phase shifts than in bulk solid-state lasers. Designers
of ultrafast fiber lasers usually take one of two approaches: embrace nonlin-
earity [136, 135, 128, 182, 129] or use stretchers and compressors with very
large GDD to avoid it.[131, 183, 184, 124, 185] For comb applications, linear
amplification, in which the B-integral, or accumulated nonlinear phase shift
throughout the amplifier chain, is less than one, is generally preferred be-
cause then the amplified comb’s coherence properties are determined mainly
by the oscillator. In nonlinear amplification, amplitude noise from the high-
power pump diodes in the amplifier chain could write phase noise on the
amplified comb,[186, 120] although we are aware of some recent efforts using
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high-power nonlinear fiber amplification for comb applications.[187, 188]
In our lasers, we have used linear CPA, but have strived to maintain

modest stretcher/compressor dispersion by (1) seeding the amplifiers with
very broad spectra and (2) maximizing the mode area of the seed light
throughout the amplifier chain, even if this means seeding amplifiers be-
low saturation. For simplicity and low-cost, we make use of fiber stretchers
based on anomalous third-order dispersion depressed cladding fibers (OFS)
and grating compressors based on inexpensive polymer transmission gratings
(Wasatch Photonics).
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Figure 2.7: 80 W amplifier layout. Chirped pulses are amplified first in a 2.5
m flexible photonic crystal fiber and then in a 0.8 m rod fiber. L = lens, D
= dichroic mirror, M = mirror, I = isolator, HWP = half wave plate, BD
= beam dump, G = grating, RM = retroreflector mirror, PC= polarization
controller, PD = photodiode. This figure is reproduced from Ref. [11].

A schematic of the 80 W CPA scheme is shown in figure2.7. It adopts a
two stages amplications configuration.

For the first stage, The light from the oscillator is coupled into a stretcher
fiber module custom made by OFS Specialty Photonics Division with FC/APC
connectorized SMF-980 fiber pigtails. Between the stretcher and the follow-
ing Faraday isolator (I1), about half the seed power is lost. After the dichroic
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mirror (D1), which is used to isolate the pump light and seed (or signal) light,
about 15 mW is launched into the 2.5 m amplifier fiber. The amplifier fiber
is a doped, LMA (760 µm2) PCF terminated with sealed ends and copper
SMA 905 connectors, purchased from NKT Photonics. This fiber is end
pumped with a 30 W, 915 nm pump diode (nLight Element). After the sec-
ond dichroic mirror (D2), the beam is expanded to 4.2 mm (1/e2 diameter),
sent through another Faraday isolator.

The coiled amplifier fiber is supported on a circular aluminum plate. The
pump end, where the optical power is the highest, is mounted in a water-
cooled copper clamshell assembly. The seed end of the amplifier fiber is
screwed into an SMA connector (Thorlabs HFB001) mounted on a flexure
stage (Thorlabs MicroBlock MBT616D). The heavy copper mode-stripper as-
sembly of the fiber is further supported by shims placed on the flexure stage.
The output of the stretcher fiber and pump diode fiber are mounted on flex-
ure stages in similar fashion. For delivering the pump light, the pump diode
fiber pigtail is spliced onto the end of an AR coated multimode patch cable
(Thorlabs M105L02S-B). The pump light is launched counter-propagating
to the amplified seed light to reduce the accumulated nonlinear phase shift
(B-integral) in the amplifier fiber. Despite not being “all-fiber”, we have ob-
served consistent performance from this mechanical setup without alignment
for more than 5 years of operation.

The saturation power for the LMA PCF amplifier is more than 200 mW,
and many previously reported amplifier systems using these PCF amplifiers
have employed a fiber pre-amplifier with smaller mode area between the os-
cillator and the PCF amplifier [131, 185, 184, 187, 188] in order to seed
the power amplifier at saturation. Since we are seeding the amplifier well
below the saturation power, a threshold-like behavior is observed in the am-
plified power vs. pump power curves shown in figure 2.8(a), reducing the
efficiency of the amplifier. While this one-stage amplification scheme is less
efficient, it is much simpler because (1) there are no pre-amplifier components
and (2) the pulses do not have to be stretched as much to avoid nonlinear-
ity, since all the high power propagation is done in LMA fiber. A smaller
stretching/compression ratio allows for looser tolerances on matching the
higher-order dispersion of the stretcher and compressor. The a few Watts of
pump power wasted before the amplifier reaches saturation are not really of
consequence, due to the low cost of high-power pump diodes.

Two concerns with underseeding the amplifier are (1) noise due to am-
plified spontaneous emission (ASE),[138] and (2) catastrophic damage to the
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amplifier fiber due to self-lasing and Q-switching. Regarding (1), despite the
expectation of increased ASE, the measured RIN spectrum of the amplified
light (see pre-amplifier curve in figure 2.10) indicates that the main source
of noise on the amplified light is due to the pump diode RIN, not ASE. Re-
garding (2), while we do not know what the lowest necessary seed power is to
avoid catastrophic damage, we can say that we have run these PCF amplifiers
(both at 1035 nm and 1060 nm) for many hours with seed powers as low as 10
mW without observing damage. We continuously monitor the seed light with
a fast (100 MHz bandwidth) photodiode (PD) and a simple interlock circuit,
which immediately shuts off the pump diode in the event that the RF power
from the photodiode drops below a set threshold, indicating reduced power
or loss of mode locking. Pump diode drivers from VueMetrix Inc. shut off in
less than 50 microseconds upon receiving an electronic signal, much shorter
than the energy storage time in Yb of approximately 1 ms. [119].

For the second stage, a 0.8 m long Yb-doped PCF rod (NKT Photon-
ics, aeroGAIN-ROD-PM85-POWER) with a 3,400 µm2 mode field area, end
pumped by a 200 W pump diode module (LIMO, LIMO200-F200-DL980-
S1886) is used for the rod amplifier. When seeding the rod with 6.4 W, 96
W emerges with excellent beam quality when pumping the rod with 200 W
of pump power. The large mode field diameter of the rod allows the laser
to maintain linear amplification to µJ pulse energies using only a modest
stretcher dispersion of 5.3 ps2, or stretched pulse durations of only approx-
imately 300 ps. Then the light is sent to a beam expander to expand the
beam diameter (1/e2) to 5.8 mm to avoid down stream optics damage. The
the light issent through another Faraday isolator, and compressed using a
pair of polymer transmission gratings (Wasatch Photonics) and a roof reflec-
tor (RM, or retroreflector, two mirrors with a 90 angle, to change the beam
height by two reflections).

The available rod fibers are shorter than flexible PCF, necessitating pump-
ing at 975 nm and amplification in the more conventional 1030-1040 nm re-
gion to achieve efficient gain. With the amplified center wavelength at 1035
nm, we observe significant gain narrowing[189, 77] in the amplifier chain, as
shown in figure 2.8c). However, we are still able to compress the rod ampli-
fier output to very clean 155 fs pulses, as shown in figure 2.8d). Pumping at
975 nm requires tighter control over the pump diode wavelength, increasing
the cost of the pump diode. In our system we do not actively control the
temperature, and this is the reason for the nonlinear amplified power vs.
pump power curves of figure 2.8 - the pump laser wavelength is changing as
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Figure 2.8: Rod amplifier performance. a) The output power of the PCF
preAmp. b) Output power of the Yb:fiber rod amplifier, pumped by a coun-
terpropagating 975 nm pump diode. The beam mode at lower power and
full power is shown for both the output of the rod fiber and the compressor.
c) Laser spectra measured from the oscillator and amplifier output. c) Raw
FROG trace at 80 W (inset) and retrieved pulse shapes of the compressed
pulses compared to the transform limit calculated from the spectrum in d) for
both low and high power operation. This figure is reproduced from Ref. [11].

the power is increased.
The rod fiber is supported along its length by a water-cooled aluminum

V-groove, held loosely by only two pieces of kapton tape. The end caps, the
parts that are critical for alignment, are rigidly located in V-shaped jaws
mounted on the optical table separate from the V-groove. The high pump
power of the rod amplifier can bring complications. When pumped with 200
W, more than 40 W of pump light comes out from the seed end of the rod
fiber with NA=0.5, which could heat the mount of the lens L5 or the mirror
mount for D2, causing a dangerous drift in the seed light alignment. We dump
the pump light safely using two water-cooled black-anodized aluminum beam
dumps, the annular BD2 to protect the lens mount and BD1 to collect the

49



pump light transmitted through the dichroic mirror (D2).
The dispersion budget for the 80 W comb is shown in table 2.1 and figure

2.8d) shows a second harmonic generation (SHG) frequency resolved optical
gating (FROG) trace taken with the laser at full power using a commercial
FROG system (Mesa Photonics FROGscan Ultra).

The oscillator pulses are stretched to approximately 300 ps duration in
the fiber stretcher module. While a free-space Offner-type stretcher[190,
191] would allow for more tunability than the fiber stretcher module, and
perhaps better compensation of higher order dispersion,[192] it would also
add substantial mechanical complexity and cost. The fiber stretcher module
is alignment free, and we have observed nearly transform-limited performance
using these for these stretcher modules.

Then the pules are compressed after amplification using a Treacy-style
compressor with 1250 groove/mm transmission gratings (Wasatch Photon-
ics). The compressor has an overall efficiency of 86%, corresponding to a
grating diffraction efficiency of (0.86)1/4 = 96%. Clean 155 fs pulses are ob-
served at both high and low power. The absence of pulse distortion at high
power indicates that linear amplification has been achieved.

Another problem with high average power is thermal lensing and dis-
tortions of the beam quality. As shown in figure 2.8, an excellent, nearly
Gaussian, spatial profile is observed in the amplified light from the rod am-
plifier at both low and high power. However, even at low power, we observe
distortions of the beam after four diffractions from the inexpensive polymer
gratings. At higher power, despite the large expanded beam size of 5.8 mm
1/e2 diameter after the telescope (L8 and L9), thermal lensing is observed,
and the output mode measured 1.8 m after the compressor is significantly
smaller. Inspection of the beam at various points indicates that the thermal
lensing occurs either in this telescope or the Terbium Gallium Garnet crys-

Component GDD (ps2) TOD (fs3) notes
Stretcher 5.27 -2.16×107

Amplifier 0.063 1.36×105 FS, Ltot=3.3 m
Isolators 0.017 9.9×103 TGG, Ltot=12 cm

Compressor -5.32 2.15×107

Table 2.1: Dispersion budget for the 1035 nm laser. FS stands for fused
silica. TGG = Terbium Gallium Garnet.
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tal of the optical isolator. However, despite the obvious thermal lensing, we
can still obtain nearly constant coupling efficiency to the TEM00 mode of an
external femtosecond enhancement cavity (fsEC) for the full power range of
the laser by simply changing the lens spacing in a mode-matching telescope
between the compressor and the fsEC. One of the authors (T. K. Allison)
has observed similar behavior for the laser described in reference [131].

Figure 2.9: The laser power over 5 hours.

Fig. 2.9 shows the laser power over 5 hours continuous running. The
laser power reaches the normal power level immediately after turned on and
remains steady for 5 hours. We see some small periodic fluctuations with 15
min cycle. Because 15 min happens to be the working cycle of the AC in the
lab, these fluctuations are possibly caused by small temperature change in
the lab. There are also some small power drift in the first two hours after the
laser turned on, However, that’s completely gone after two hours of warming
up.

Figure 2.10 shows the RIN measured in various parts of the laser system.
The pump diode RIN spectra are nearly flat out to frequencies of 1 MHz
at -100 dBc/Hz for the 30 W pump diode and -85 dBc/Hz for the 200 W
pump diode. The 200 W pump diode is driven by a 1500 W power supply
from TDK Lambda (GEN 20-76). For both the pre-amplifier and the rod
amplifier, the storage time of the Yb:fiber gain medium provides a low-pass
filter to the pump diode RIN. Figure 2.10 also shows the RIN spectrum for
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Figure 2.10: Intensity noise. RIN spectra at various places throughout the
80 W laser system. This figure is reproduced from Ref. [11].

the intracavity light of a fsEC operating with 11 kW of intracavity power.
The cavity is locked to the comb using the PDH method[177, 178] and a PZT
on one of the fsEC mirrors. A servo bump is observed at ∼30 kHz due to the
finite bandwidth of the PZT lock, but for lower frequencies an intracavity
RIN level is obtained nearly equal to the RIN of the comb.

2.4 Second and third harmonic generation

In tr-ARPES experiments, pump pulses are needed to generate the elec-
tron excitation. The photon energy of the pump pulse depends on the energy
levels of the transition. In our case, we have been mainly doing research on
metals, semiconductors and organic photovoltacs. Most transitions we are
interested in requires the wavelength from NIR to UV. The second harmonic
generation (SHG) and third harmonic generation (THG) of 1.03 µm provides
us convenient femtosecond pulse synchronized with the XUV. Although the
wavelength can’t be tuned to target certain specific transitions, they usually
can create some excitions for the preliminary experiments.

The SHG and THG setup is shown in Fig. 2.11. First we have a polarizer
and λ/2 wave plate to control the input IR Power. Limited by the crystal
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Figure 2.11: Second and Third harmonic generation layout.

damaging and the thermo effects, IR input is usually less than 14 W. The
fundamental gaussian beam diameter (1/e2) is 5.8 mm. The polarization is p-
polorized. The beam is focused into a 0.5 mm thick BBO crystal cut for type
I phase matching for second harmonic generation of 1064 nm. The second
harmonic has a s-polarization. Then the fundamental and second harmonic
are collimated by a concave silver mirror then sent through a Calcite time
delay compensator (TDC12301-AR, Newlight Photonics Inc.) to compensate
the group delay caused by the SHG crystal And a dual waveplate (WPD03-
H1030-F515-SP, Newlight Photonics Inc.) to rotate the second harmonic
polarization to colinear with the fundamental. Then two beams are focused
by another silver concave mirror to do the sum frequency generation within
a 0.3 mm thick BBO cut for type I third harmonic generation of 1056 nm
(BTC5030-THG1056(I)-AR, Newlight Photonics, Inc.). The focal length of
both concave silver mirrors M1 and M2 and the two lenses L1 and L2 are
all 10 cm. Followed by that, the desirable wavelength is colimated by a lens
and filtered out by a harmonic beam splitter.

In the perturbatively excited ARPES experiments, the incident fluence is
typically less than 100 µJ/cm2. Assuming 100 µm diamter beam spot, the
average power required to achieve 100 µJ/cm2 pump fluence at 80 MHz is
about 1 W. Fig. 2.12 shows the power output of the SHG and THG. For
SHG, We tried a 0.5 mm BBO crystal and 3 mm LBO crystal for Type I
phase matching. The BBO crystal shows much higher conversion efficiency
in our case. Interestingly, in the other project in our lab, a 2 mm LBO crystal
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Figure 2.12: Second and Third harmonic generation power.

shows drasticly higher convsersion efficiency compared to the 3 mm one [95].
With 10 W fundamental input, we have a SHG conversion efficiency of 35%
and THG convsersion efficiency of 4%. The power level of both are sufficient
for the pump beam purpose.
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Chapter 3

Cavity enhanced high harmonic
generation XUV source

3.1 Introduction

High-power ultrafast lasers are now routinely used to drive high harmonic
generation (HHG), providing extreme ultraviolet (XUV) ultrashort pulses
with a table-top setup, and also attosecond pulses.[193, 194]. This is a highly
nonlinear process, during which electrons are ionized by a strong laser field
and then recombine with their parent ions, generating coherent light at high
photon energies. Conventionally, HHG is realized by focusing high energy
(> 100 µJ) laser pulses to intensities of more than 1013 W/cm2 intensity in
a noble gas. The repetition rate is then limited by the average laser power
available, usually to less than 100 kHz, but many applications such as XUV
frequency metrology,[195] surface photoemission,[196] and photoionization
coincidence methods[197] demand higher repetition rates.

An elegant way to achieve this is via resonant enhancement of the funda-
mental pulse train in a fsEC.[93, 94] The technique is called cavity enhanced
high harmonic generation (CE-HHG). Although generating high harmonics
in these cavities was originally demonstrated as early as 2005,[198, 199] since
then through the use of higher power driving lasers and understanding of
the intracavity extreme-nonlinear optics[200, 201, 202, 203] the power from
cavity-enhanced HHG systems has increased by more than 6 orders of mag-
nitude, to more the 100 µW/harmonic (at the gas jet) for ∼20 eV harmonics
generated in Xenon[195, 200, 202, 204, 205, 9]. Recently, Ref. [206] reports
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∼2 mW of 94 nm harmonic generated by high-temperature gas mixtures as
the generation medium.

We have built a CE-HHG XUV source for the purpose of tr-APRES
experiments. The XUV source with high flux at 80 MHz repetition rate
allows nanoamperes of sample current generated from a sub-100 micron laser
spot with space charge effects less than 10 meV. This enables tr-ARPES
experiments in a qualitatively different regime of resolution and pump fluence
than space-charge limited systems.

3.2 Cavity design and performance

Figure 3.1: The schematic of CE-HHG XUV source.

The schematic of the CE-HHG XUV source is shown in Fig. 3.1. The
enhancement cavity is located in 4 by 2 ft vacuum chamber. The optical path
is folded with six mirrors. Five of the mirrors are high reflectors with R >
99.95% and the sixth mirror is an input coupler with nominal transmission of
1%. These mirrors are high power low GDD mirrors purchased from Layertec
gmbH. This reflectivity of the mirrors should give an over-coupled cavity [202]
with a Finesse factor of > 500 and the power enhancement of > 250. The
intracavity light is p-polarized. We operate the enhancement cavity near the
middle of the stability range. This gives a 24 µm FWHM intracavity focus.
Noble gasses are injected to the focus using a fused silica capillary with a
100 µm inner diameter. Harmonics are generated at the focus and reflected
from a sapphire wafer placed at Brewster’s angle for the resonant 1.035 µm
light.
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The laser is locked to the cavity using a two-point Pound-Drever-Hall lock
as described in [207, 12]. As mentioned in chapter. 2, the EOM actuator in
the oscillator put 2 MHz phase modulation sidebands on the frequency comb.
The cavity is used as a frequency discriminator. The reflected light off the
input couple mirror picks up a phase depending on the frequency detuning.
This turns the phase modulation into amplitude modulation. A grating is
used to disperse it in wavelength and the two different part of the spectrum
is detected by 100 MHz bandwidth photodiodes for two points lock. The
signal of the photodiodes are demodulated by simple RF mixed and used as
the error signal of the servo loop.

For the fast PZT servo, a commercial PI2D controller (D2-123 Vesecnt
Photonics) is used as the loop filter. The fast output of the servo controller
is buffered by a line driver and then goes to the PZT mirror actuator in the
oscillator. The PZT mirror actuator can correct the laser length difference
with > 30 kHz bandwidth. However, the travel of the PZT mirror actuator
is only on the order of µm. In order to correct the longer but slower length
drift, We have one cavity mirror sitting on a long PZT actuated stage. The
fast output of the servo is low pass filtered (the servo controller has this
function built-in) and buffered by a high voltage PZT driver and then goes
to a long PZT in the cavity. Putting the long travel actuator in the cavity
instead of the mode-locked laser can avoid potential interruption of the laser
operation which can possibly cause amplifier damage. The lock makes the
oscillator follow the cavity in short time scale while the cavity follows the
laser in long time scale.

For the slow f0 servo, a home made integrator shown in the Appendix
is used as the loop filter. The output of the integrator is amplified by a
high voltage PZT driver and then goes to the PZT grating actuator in the
oscillator as mentioned in section 2.2.3. We only observe the f0 drift of our
laser oscillator is on minutes time scale, manually tuning the f0 for short
time experiments is sufficient. However, for the time consuming tr-ARPES
experiments, the f0 lock helps.

The intracavity power versus cavity input power is shown in Fig. 3.2. A
stray light leaking through the cavity mirror is used to monitor the cavity
as shown in Fig. 3.1. The red dots shows the measurements of the stretched
input pulses with ∼ 650 fs pulse duration and the black dots shows the
measurement of compressed input pulses with 155 fs pulse duration. First,
we look at the red dots. The intracavity power is mostly linear with the input
power, the build up factor is > 250. This agrees with the estimation based
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Figure 3.2: Cavity power. Intracavity power for compressed pulses (black)
and chirped pulses (red) vs. incident power to the cavity. Positively chirping
the input pulse to ∼ 650 fs reduces the peak power and intracavity nonlin-
earity due to the Brewster plate. Below 5 kW intracavity power, the power
enhancement is very similar between compressed and chirped pulses and and
the intracavity spectra closely mimic the incident laser spectrum (blue), al-
though ripples due to self-phase modulation of the compressed pulses are
observable even at 4 kW intracavity power. At higher intracavity power, sig-
nificant spectral broadening and reduction of the cavity’s power enhancement
factor are observed. This figure is reproduced from Ref. [12]

on cavity mirror reflectivity. The fact that the build up is almost a constant
means there is no significant nonlinear effects for the stretched pulses. The
spectrum of the intracavity light is nearly identical to the input light. Our
cavity can support the full spectrum of the input pulse and the dispersion
of the mirror coatings and the sapphire Brewster plate is negligible with the
current spectrum width (∼ 12 nm). For the compressed pulses, the build up
factor drops above 7 kW. The spectrum of the intracavity light is broadened
and has fringes caused by self phase modulation due to the brewster plate.
Despite the distortions of the intracavity nonlinearity, more than 12 kW of
intracavity power can be obtained (without HHG gas) when exciting the
cavity with 60 W of laser power.
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3.3 Cavity enhanced high harmonic genera-

tion

3.3.1 Optimize the XUV flux

Much of the basic physics of HHG in optical cavity is the same as “con-
ventional” HHG, but the cavity presents some subtleties. The propagation
of intense femtosecond pulses in a noble gas medium has been previously
studied theoretically and experimentally [208, 103]. The electric field of the
pulses ionizes the gas medium and create a plasma as it progate through the
gas medium. For the high rep rate pulses (> 10 MHz), plasma expansion is
not fast enough to clear the plasma from the focal volume and replenish it
with neutral atoms within one cavity round trip. The accumulated plasma
can have several times higher density than the plasma generated by single
pass laser. The plasma acts as a highly nonlinear optical element in the
cavity ultimately limits the performance of CE-HHG. First, the intracavity
pulse gets an additional phase shift as it propagate through the plasma, most
of which is the residual plasma from previous round trips. The phase shift
varies over the pulse and this time dependent phase can cause a frequency
shift to the laser pulse [209]. Second, the plasma generated by a focused
laser beam is far from spatially uniform and acts as a negative lens, defo-
cusing the beam. This effect can cause spatial distortion of the trasverse
cavity mode and transfer the energy from the fundamental mode to the high
order modes. These detrimental effects ultimately limits the performance of
CE-HHG [205, 202].

Cavity power

The tunneling ionization rate strongly depends on the ionization poten-
tial [210]. Most implementations of CE-HHG have relied on xenon with
its relatively low 12.13 eV ionization potential for generating harmonics effi-
ciently with much lower intracavity power than is necessary for other noble
gases. However, for photoemission experiments, a wide tuning range of the
optimized harmonic order is desirable and also the consumption of xenon
becomes prohibitively expensive. Recycling Xenon in CE-HHG is difficult
due to the usage of oxygen/ozone gas for mirror cleaning as mentioned in
section 3.4.1. For HHG, the optimum of the harmonic emission spectrum is
controlled by many factors, but most strongly by the ionization potential of
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the gas target and the corresponding optimum laser intensity [211]. We have
used Xe, Kr and Ar as the generation gas.

For efficient HHG, a higher cavity power is generally wanted. How-
ever, the power of high finesse cavity clamps to a lower point due to the
plasma [202, 212, 203, 208, 209]. The constructive interference in the en-
hancement cavity requires a round trip phase error less than π/F . A signifi-
cant reduction of the buildup factor provided by the cavity is expected when
the phase shift caused by the plasma is π/F . The intensity in the focus will
thus be clamped at values generating phase shifts of this magnitude. The
clamping power of the cavity depends on the pulse duration, cavity finesse
and the density length product of the plasma. Shorter pulse effectively re-
duce the steady state plasma and increases the clamping power, however,
shorter pulse inevitably broadens the harmonic linewidth which affects the
energy resolution. Lower cavity finesse relieves the tolerance of the phase
error, but lower cavity finesse also means lower buildup factor, more cavity
input power is thus needed. The density length product of the plasma de-
pends the ionization potential of the generation gas and its pressure. The
ionization potential of Xenon, Krypton and Argon are 12.13 eV, 14.0 eV and
15.76 eV respectively. So the cavity power required for HHG is different for
the 3 gases. The typical cavity power and the peak intensity for Xenon,
Krypton and Argon are shown in Table. 3.1.

Figure 3.3: The cavity power oscillation due to the optical bistability .

The power dependent phase shift creates oscillation in the lock of the fre-
quency comb laser to the enhancement cavity due to optical bistability [202].
As shown in Fig. 3.8 (b), When the frequency comb sweeps across the cavity
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resonance from negative detuning to positive detuning, the plasma generated
by xenon gas cause the resonance of the cavity shifting to the same way as
the frequency comb goes. However, The response of the plasma is highly
nonlinear. In the end of the sweeping, the cavity power has a sharp drop due
to the saturation of the plasma phase shift and the cavity lose resonance. The
sudden change of the cavity resonance frequency is beyond the bandwidth
our lock electronics can handle. As a result, the cavity oscillates. A typically
oscillation pattern is as shown in Fig. 3.3. It’s characterized by tens of kilo-
hertz oscillation frequency which corresponds to the characteristic timescales
of the servo loop. The sudden change of the resonance frequency can be seen
on the error signal as a sharp drop. The shifting of the resonant frequency
also shows on the error signal as a slow drift. The oscillation induced by
the plasma reduced the duty circle of the cavity and limits the XUV flux.
The cavity power initializing oscillation can be postponed by offset the lock
frequency as reported in Ref. [208, 213].

Gas pressure

The generation gas acts as the nonlinear gain media in the HHG process.
Flowing higher pressure into the focus of the cavity increase the density
length product of the media, which helps improving the conversion efficiency.
However,as mentioned above, due to clamping effect caused by the plasma,
the total XUV flux only weakly depends on the gas pressure after the cavity
is saturated. On the other hand, Increasing the gas pressure increases the
re-absoprtion of the XUV, which ultimately limits the density of the gener-
ating media. [214] Due to complicated gas dynamics, the high pressure gas
can also cause a spatially nonuniform plasma which can cause cavity mode
distortion. For Xe and Kr, optimal harmonic generation typically occurs for
1-2 atmospheres of nozzle pressure, while the Ar HHG flux continues to rise
with up to 5 atmospheres of nozzle pressure which is the limit of our gas
regulator.

Although the total flux is not very sensitive to the gas pressure, the XUV
spectrum can be tuned by the gas pressure. Fig. 3.4 shows the XUV spectrum
with Kr pressure of 15 psi, 20 psi and 25 psi. The harmonic order with highest
flux shift from 21 at 15 psi to 23 at 20 psi and 25 at 25 psi. The possibly
reason may be XUV re-absorption. As the pressure goes up, the XUV re-
absorption start to cancel the power growth. However, the higher photon
energy XUV has a longer mean free path and weaker re-absorption, So the
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Figure 3.4: The XUV spectrum with different Kr pressure.

peak of the XUV spectrum shifts to higher photon energy side. Estimated by
CXRO [215], 1 Torr·cm of Krypton has a transmission around 0.5 depending
the photon energy. At 25 psi, the density length product of the gas media is
roughly estimated to be on the order of several Torr·cm, on the same order
of the re-absorption threshold.

Nozzle position

The XUV flux is sensitive to the alignment of the gas nozzle.During the
initial setup, we locate the cavity focus by filling the HHG chamber with
∼100 mTorr Kr gas. With the cavity operating at high enough power, we
observe a plasma at the cavity focus. The gas nozzle usually wants to be
on the laser beam axis and get to the laser beam path as close as possible
without interruption of the cavity operation. We found the bright plasma
with a symmetric two lobe shape is a good indicator of nozzle position.

After the rough alignment by looking at the plasma, we optimize the HHG
gas nozzle position by moving it to maximize the photocurrent observed on
a stainless steel vacuum photodiode (VPD1) shown in Fig. 1.9. The gas
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nozzle is held by motorized 3D stage. The picomotor actuator of the stage
can break the cavity lock during optimization. To avoid the interruption of
the cavity operation, The cavity is typically operated in the ramping mode.
We ramp the cavity length across the resonance so the the cavity power
transiently builds up and decay away. In this process, XUV is only generated
in a short time window. A 30 kHz bandwidth transimpedence amplifier
with better than 100 pA sensitivity is desgined for the XUV detection. The
circuit diagram is shown in the Appendix. The nozzle position along the
laser beam plays an important role in the XUV flux and spectrum. The
effect of phase matching and XUV spot profile has been extensively studied.
However, there can be substantial difference between the single pass HHG
and CE-HHG. There is still a discrepancy in the literature about towards
which way the nozzle moves to optimize the flux. In Ref. [216], I. Pupeza
and coworkers reports moving the nozzle towards upstream increases the
flux. However, in Ref. [217], T.J. Hammond et. al. reports moving the
nozzle toward downstream helps phase matching the long trajectories for
the near threshold harmonics. In our case, We optimize the nozzle position
empirically. By ramping the cavity, the plasma phase shift can be measured
as shown in Fig. 3.8 b). Assuming the intracavity focus is located where the
plasma phase is strongest, the nozzle position maximizing the total XUV flux
is usually right above the focus for Argon and moved to upstream for Xenon
and Krypton.

XUV flux

We measure the total photon flux reflected out of the cavity by the pho-
tocurrent observed on a stainless steel vacuum photodiode (VPD1). Typi-
cally, 100 nA to 300 nA photocurrent is observed despite of generation gas.
Assuming 10% quantum efficiency [218], The total XUV flux coupled out of
cavity is on the order of 1013 γ/s. Assuming an average reflectivity of 10
% roughly estimated from Fig. 3.6, The photon flux generated in the cavity
integrated over all the harmonics is on the order of 1014 γ/s.

An XUV spectrum generated with Xe is shown in Fig. 3.5. We detect
the XUV flux exiting the monochromator and delivered to the sample using
four separate detectors: an aluminum coated silicon photodiode (PD, Opto-
diode AXUV100Al), the photocurrent from TM3, the photocurrent from the
sample, and the photocurrent from an Al2O3 vacuum photodiode (VPD2)
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placed at the end of the surface science chamber. Fig. 3.5(a) shows a typical
HHG spectrum from xenon gas measured using each of the four detectors.
The observed harmonic linewidths are due to the intentionally small resolv-
ing power of the pulse-preserving monochromator, not the intrinsic harmonic
linewidth.

Figure 3.5: (a) An HHG spectrum from xenon gas measured by rotating
the monochromator. The photodiode current (black) uses the left y-axis
whereas the the photoemission current from three downstream surfaces uses
the right y-axis. b) The photon flux delivered to the sample for each harmonic
generated with the three gases. The flux has been calibrated using literature
values for quantum efficiencies and no corrections for mirror losses have been
made. This figure is reproduced from Ref. [9].

The photon flux delivered to the sample can be calculated using the mea-
sured photocurrent from all the detectors and literature values for the quan-
tum efficiencies. All of these separate calculations agree within a factor of 2.
Since contamination and surface oxidation only cause the quantum efficiency
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of XUV detectors to decrease, all calculated photon fluxes represent lower
limits. In Fig. 3.5 (b), the higher of the two lower limits from the PD or
VPD2 are plotted as a function of photon energy and for three different gen-
erating gasses: argon, krypton, and xenon optimized separately. As can be
seen in Fig. 3.5 (b), a flux of more than 1011 photons per second is delivered
to the sample over a broad tuning range. These fluxes are within one order
of magnitude of what is available from many state-of-the-art synchrotron
beamlines dedicated to ARPES [219, 220, 221]. As shown in Fig. 4.5, we
have observed 7 × 1011 photons/s in the 21st harmonic from krypton us-
ing a 100 g/mm grating blazed for 55 nm. Critically, since at ∼80 MHz,
7×1011 photons/s corresponds to only 8,000 photons/pulse, also comparable
to synchrotrons. All of this flux is usable for high-resolution photoemission
experiments.

3.3.2 Output coupling

A critical design decision is the method to couple the XUV light out of the
cavity. Several outcoupling methods have been proposed and implemented
[198, 222, 212, 204, 223]. The dielectric grating output coupler developed by
Yost [222] produces the least distortions of the resonant intracavity beam,
and has been demonstrated to be robust enough to enable the outcoupled
harmonics to be used in several experiments [224, 195]. However, the grating
output coupler produces the most distortions of the output coupled har-
monics - introducing pulse front tilt on the harmonics that can degrade the
temporal resolution and attainable spot size at the sample [224]. The grating
output coupling technique also makes dynamic harmonic selection challeng-
ing, as the harmonics emerge from the cavity at very different angles. Alter-
natively, the pierced mirror technique [212] can outcouple very high-energy
harmonics, but also has poor outcoupling efficiency for lower-energy harmon-
ics, introduces significant intracavity loss, and is technically challenging to
manufacture and align.

In our setup, we use the simple “Brewster plate” output coupling tech-
nique. The technique takes the advantage that the index of refraction at XUV
wavelength is differently from IR. While the Brewster plate is aligned at the
Brewster angle of IR wavelength, the XUV light can still be reflected out de-
spite it’s p-polarization. The drawback of this method is the dispersion and
nonlinear effects introduced by the Brewster plate, the thermal issues and
pointing stability of the Brewster plate and it doesn’t work for the photon
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energy much higher than 50 eV.

Figure 3.6: The XUV reflectivity of different Brewster plate materials.

Fig. 3.6 shows the reflectivity of the Brewster plate versus photon energy
for saphire, YAG and MgO. The Brewster plate is most efficient for the pho-
ton energy from 20 to 40 eV. MgO has the highest reflectivity around 25 eV,
but its bandwidth is narrow. YAG has a broader bandwidth, but We choose
saphire as the Brewster plate material instead of YAG because the sapphire
plate has higher thermal conductivity and lower nonlinear index of refrac-
tion n2.The thickness of the Brewster plate is critical for the performance.
Thinner Brewster plate cause less dispersion and nonlinear effects, but that
weakens the mechanical stability. We found 250 µm thick saphire plate gives
a good balance.

The sapphire crystal orientation is c-cut, which means the optical axis of
the sapphire is perpendicular to the surface. Although sapphire is birefrin-
gent, the angle between incident light and the optical axis remains a constant
when the Brewster plate rotates about the surface normal. When c-sapphire
is used as Brewster plate, it in principle shouldn’t cause a polarization effect.
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However, due to the manufacturing error (±2◦), the optical axis has a small
angle with the surface normal. The Brewster plate needs to be rotated so
the optical axis is in the incident plane.

Figure 3.7: The intracavity light spectrum with the Brewster plate used at
incorrect orientation. The fringes are due to the etalon effects caused by the
Brewster plate.

Fig. 3.7 shows the intracavity light spectrum when the Brewster plate
orientation is incorrect. The fringes is due to the etalon effect of the sap-
phire plate. Due to incorrect orientation, the polarization of the intracavity
light is rotated. The interference of the multi-reflection of the s-polarization
component cause a filtering effect. The spacing of the fringes is 0.42 THz,
which agrees very well with the FSR of the 250 µm sapphire when incident
at Brewster angle. The fringes can be eliminated by orienting the Brewster
plate so it doesn’t change the polarization of the incident light.
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3.3.3 XUV linewidth and phase matching

As shown in section. 6.2, the upper limit of our XUV linewidth is 65 meV
limited by the energy resolution of our electron energy analyzer. Here we
show due to the fact that the plasma generated in the cavity is self limiting,
ionization gating is negligible in CE-HHG when the cavity finesse greatly
exceeds the harmonic order. We estimate that the XUV linewidth can be
as low as 30 meV. Much of the material in this section is reproduced from
Ref. [9]. The postdoc Christopher Corder played a leading role in this part
of the research.

The single harmonic linewidth from HHG is determined by the duration
of time over which harmonics are generated with comparable efficiency and
at the same frequency, or the emission window. The emission window can be
estimated using a 1D on-axis phase matching model, in which the intensity
of harmonic generated over a medium with density ρ and length L is given by
Equ. (1.9) [88, 10, 89] The harmonic emission can be gated by two factors:
(1) the time dependence of dipole dq(t), and (2) the time dependence of
∆k(t) due to ionization and resulting time-dependent phase shifts on both
the fundamental pulse and harmonics. Usually in HHG systems, the emission
window is determined by loss of of phase matching (∆k(t)) due to ionization
of the medium, or “ionization gating” [211, 193, 63]. Changes in the medium
phase shift on the fundamental pulse on the femtosecond time scale become
relevant for ionization gating when they approach ∼ π/q, where q is the
harmonic order, or 165 mrad for the 19th harmonic generated in Xenon and
95 mrad for the 33rd harmonic generated from Argon.

In CE-HHG, because the power enhancement relies on the constructive
interference of the pulse in the cavity with pulses coming from the laser, time-
dependent phase shifts are restricted to be less than 2π/F [203], roughly
one order of magnitude smaller than the scale relevant for ionization gating.
Furthermore, the nonlinear of the response of the cavity itself can be used
to estimate the magnitude of plasma phase shifts on the fundamental pulse.
Figure 3.8a) shows a sweep of the cavity length through resonance at low
power demonstrating a Lorentzian linewidth of 156 kHz corresponding to a
cavity finesse F = 564. At high intracavity powers the response is distorted
by intensity dependent phase shifts, exhibiting a self-locking phenomenon
that allows measurement of the magnitude of these phase shifts [225, 200,
203]. Figure 3.8b) shows the response of the cavity at high power without
(black) and with (blue) Xenon gas, and the linear response (red) measured

68



-600 -400 -200 0 200 400 600

Frequency (kHz)

0

100

200

300

In
tr

a
c
a

v
ity

 P
o

w
e

r 
(W

)

Low Power Data

Lorentzian fit = 156 kHz

-30 -20 -10 0 10 20 30

Phase shift (mrad)

0

2

4

6

8

In
tr

a
c
a

v
ity

 p
o

w
e

r 
(k

W
)

Xenon

Linear response

High Power (no gas)

High Power (w/ gas)

18 mrad

(a)

(b)

Figure 3.8: a) The Lorentzian linewidth of the cavity measured by scan-
ning the frequency comb across the cavity resonance condition at low power.
b) At high power without gas the sapphire plate near the focus induces a
nonlinear phase shift (black line) distorting the resonance condition. The
plasma generated when flowing xenon gas also produces a nonlinear phase
shift (blue line), with opposite sign, of at most 18 mrad. The linear response
(red dashed line) measured in (a) is scaled here by the ratio of laser powers
incident to the cavity at high vs low power. The frequency is calibrated by
the 2 MHz phase modulation sidebands for the PDH lock. The frequency is
then converted to phase shift by the fact that one FSR corresponds to 2π
phase shift. This figure is reproduced from Ref. [9].

at low power and scaled by the ratio of the high and low laser powers used.
The high power cavity response without gas shows a phase shift induced by
the nonlinear response of the sapphire Brewster plate near the cavity focus.
When sweeping with Xenon gas the plasma phase shift extends for 18 mrad.
The ionization rates are lower in Kr and Ar producing phase shifts of 6 and
3 mrad respectively.

As discussed by previous authors [200, 203, 201], the phase shifts ob-
served in the sweeping data have a dynamic component due to single-pass
ionization, φ(t)−φss, and a steady state component due to the repetition rate
of the laser exceeding the rate at which plasma clears from the focal volume,
φss. Holzberger performed detailed numerical simulations, including account-
ing for 3D effects, to determine a limit to the time-dependent plasma phase
shift on the fundamental pulse of 2π/F . This bounds our transient phase
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Figure 3.9: The instantaneous ionization rate (red) of (a) Xenon and (b)
Argon is shown for a 155 fs pulse (intensity envelope in black) calculated for
the peak intensity used to generate harmonics in the cavity. The ionization
window of 62, 61 fs corresponds to a harmonic linewidth of 32, 34 meV for
Xenon and Argon respectively. The time dependent plasma phase shift on
the driving field (blue) increases from the steady state value by 2π/F over
the pulse. This figure is reproduced from Ref. [9].

shift on the fundamental during the pulse to φ(t =∞)− φss ≤ 2π/564 = 11
mrad.

Figures 3.9 shows the calculated plasma phase shift on the funda-
mental for a worst case scenario where the phase shift determined from the
sweeping data is taken to be entirely due to the steady state term and the
time-dependent phase shift is an additional 2π/F . Figure 3.10 shows two
extremes: Xenon with a large steady state ionization fraction ηss but low
harmonic orders, and Argon with high harmonic orders but low ηss. The
peak ionization rate, calculated using the modified ADK model of Tong and
Lin [210] and our pulse parameters is shown in red. The phase shifts on the
fundamental are related to ∆k(t) via

∆k(t)L = qk0(t)L− kq(t)L
= q(φ(t)− φss)− (kq(t)− kq(t = −∞))L+ ∆k(t = −∞)L (3.1)

where ∆k(t = −∞) contains all time-independent contributions to phase
mismatch including the Gouy phase and the effect of the neutral gas and
steady state plasma. The plasma phase shift on the harmonic is negligible
compared to the fundamental so that kq(t) is determined by the change in the
medium’s index of refraction due to ionization of the neutral atoms. Per atom
ionized, this effect is much smaller than the change in the plasma phase shift
on the fundamental and thus the second term in (3.1) is typically more than
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an order of magnitude smaller than the first [10]. The phase shift imparted
on the fundamental by the generated the free-electron plasma dominates the
time-dependent component of ∆k.

For phase matching calculations, we estimate the medium length to
be the nozzle diameter of 100 µm since the nozzle is placed as close pos-
sible to the cavity focus before significant degradation of the cavity finesse
is observed. The density-length product of the gas can be estimated from
the plasma phase shifts observed as in figure 3.8 and calculations of the ion-
ization rate under our pulse parameters to be in the range of 4 − 10 × 1015

cm−2. Under these conditions, the dominant contribution to ∆k is the Gouy
phase due to the small laser spot size (24 µm). This geometric effect does re-
duce the overall conversion efficiency, but does not depend on time and thus
does not gate the harmonic emission. Figure 3.10a,b) shows a calculation
of the the time-dependent coherence length vs. harmonic order including all
contributions to phase matching in the 1D model. Figure 3.10c,d) shows an
estimate for the harmonic emission window assuming the single atom dipole
for the plateau harmonics is proportional to the square root of the ionization
rate w(t) [200, 226] and the time dependent phase matching factor F (t), de-
fined as the ratio of Equ. (1.9) to its value with ∆k = 0. From Fig. 3.10, one
can see that while the overall phase matching is poor, the harmonic emission
window is determined by dq(t) and not gating due to changes in the phase
matching conditions. This leads to an emission window determined mainly
by the length of the pulse and the intensity dependence of the dipole. This
key result is independent of the model assumptions (e.g. medium length)
as expected from the comparison of 2π/F to π/q discussed in the paper.
Ionization gating is negligible in CE-HHG when the cavity finesse greatly
exceeds the harmonic order.

The frequency spectrum of an individual harmonic is given by the
Fourier transform of the harmonic field Eq(t) at the sample position. An ac-
curate calculation of Eq(t) requires solving the 3D time-dependent Schrödinger
equation to determine dq(t) [227], along with the 3D Maxwell’s equations to
determine Eq(t) in the far field. This calculation is beyond the scope of
this paper. However, on axis in the far-field, the plateau harmonics are
mainly due to the ‘short trajectory’ contribution. Then, for the purpose of
estimating the emission window and harmonic linewidth, the time depen-
dence of the induced dipole amplitude can be reasonably approximated by
dq(t) ∝

√
w(t)eiφd(I), with φd(I) ≈ 1 × 10−14 cm2W−1 × I0(t), where I0(t)

is the intensity profile of the driving field. The intensity dependent phase
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Figure 3.10: a),b) The transient change in phase matching L/Lc, where Lc =
π/∆k is the coherence length, for harmonics in xenon and argon respectively.
While the overall phase-matching is poor at the highest harmonics, it does
not significantly change during the pulse. c),d) The emission window (red)
is calculated for harmonic 17/31 generated from Xenon/Argon gas given
by the product of the dipole moment dq(t) with the time dependent phase
matching term Fq(t) (also shown separately in blue). The cavity does not
allow transient phase shifts large enough to drive Fq(t) → 0, preventing
any ionization gating of the emission window. The intensity profile of the
fundamental pulse is shown in black for reference. This figure is reproduced
from Ref. [9].

can lead to instantaneous frequency shifts and broadening of the harmonic
linewidth, as discussed by Chang [211]. This approximate, idealized dipole
can be used to estimate a lower limit on the harmonic linewidth. For our
pulse intensities the linewidth calculated from the Fourier transform of the
ionization window is the same with and without the intensity dependent
phase contribution. Table 3.1 shows the ionization window, and the lower
limits to the harmonic linewidth estimated in this fashion.

The limits on transient phase shifts imposed by the enhancement cavity
force the HHG into a regime that is ideally suited for generating harmonics
with narrow linewidths. By removing the possibility of an ionization gate to
the emission window, instead the linewidth is determined the HHG dipole.
Further, it is possible to use the Pound-Drever-Hall lock offsets to spectrally
filter the fundamental pulse [207] allowing a variable driving pulse duration
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Generating Cavity Peak Intensity Single Pass Ionization Minimum
Gas Power (W/cm2) Ionization Window Linewidth

(kW) Fraction (fs) (meV)

Xenon 5.0 5.6× 1013 0.12 62 32
Krypton 7.5 8.4× 1013 0.06 61 34
Argon 10.5 1.2× 1014 0.03 61 34

Table 3.1: Pulse and cavity conditions for driving HHG with different gas
media. The single pass ionization fraction and maximum HHG generation
window were calculated using the intracavity pulse parameters for each gas.
The minimum linewidth is determined from the Fourier transform of the
ionization window including the intensity dependent dipole phase.

and emission window. Figure 3.11 shows the coherence length and emission
window calculated for Xenon with a 310 fs pulse with the same peak inten-
sity as Fig. 3.10, but reduced gas density to maintain φ(t) − φss = 2π/F .
The emission window of 125 fs produces a lower harmonic linewidth of 18
meV. Appropriately calibrated, each experiment could be conducted with the
optimum energy/time resolution for the system being studied. In principle
single-pass HHG could also be done under these low plasma conditions, but
in practice this is not done due to the reduced efficiency.

3.4 The stability

3.4.1 Optics degradation

The enhancement cavity is sensitive to losses, so the surface of the cavity
mirrors and the brewster plate must be clean, even a slight degradation in
their performance can be of concern. It is a well known fact that XUV and
high peak power IR can induce degradation of the optics surfaces by photo-
induced chemical reaction of the hydrocarbon on the optics surfaces. [228, 60]
When the optics degradation occurrs, the XUV reflectivity of the brewster
plate drops, the cavity build up factor decreases and the optics degradation
can also cause a distortion on the spatial mode of the cavity. There is spec-
ulation that dangling bonds from the specific dielectric materials also play a
role in the process. These effects can often be reversed with the introduction
of oxygen gas or ozone near the mirror surface.
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Figure 3.11: a) The coherence length calculated for harmonic generation in
Xenon with a pulse duration of 310 fs. b) The ionization window for harmonic
17 is increased to 125 fs corresponding to a minimum linewidth of 18 meV.
This figure is reproduced from Ref. [9].

When generating XUV light, We continuously dose the cavity mirrors
with ozone to prevent the cavity performance from rapidly degrading due to
hydrocarbon contamination. To do this, a mix of ozone and O2 is produced by
passing pure O2 gas through a commercial ozone generator (Ozotech Poseidon
220) and flowed through 250 µm stainless steel capillaries aimed at each
intracavity optic at a backing pressure of 150 Torr absolute. The gas through
put is roughly 2 Torr·L/s. Under these conditions we observe that we can
generate harmonics indefinitely without degradation.

3.4.2 Optics damage

Different from optics degradation which is usually reversible, optical damage
is permanent. In the enhancement cavity, the optics damage occurs due to
the high average power and the high peak power. The optical damage of
dielectric mirrors at 1 µm have been extensively studied [229, 101, 133, 230].
The dielectric mirror damage typically occur above 10 kW average power in
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the enhancement cavity [133]. For the femtosecond pulses, The damage of
the mirror coating is initiated by a combination of multiphoton, tunneling,
and avalanche ionization mechanisms [230]. However, in our experiments,
most of optics damage is due to the dusts on the optics surface. The mech-
anism is possibly thermal damage. Some dusts in the air is absorptive and
reactive. The mirrors can be contaminated by venting the chamber to the
dusty air. We observe bright glowing spot when the dust is heated with mul-
tiple kilowatts power. The high temperature dust can create a local hot spot
on the optics and cause damage. With the presence of the ozone, it’s even
worse. The ozone can ignite the reactive dusts, and cause localized explosion
and flaming on the optics surface.

It’s important to keep the optics clean and free of dusts. In our lab, we
clean the optics by First ContactTM polymer solution which can be applied
to the surface as a liquid like a nail polish and peeled off like a polymer film.
This cleaning method is effective and gentle to the optics while the brute
force wiping method can possibly scratch the mirror surface and introduce
new dusts. Once the mirrors are cleaned and the cavity is working, keeping
the HHG chamber in the vacuum is the best way to keep everything safe and
clean. Our XUV light source can continuously work without maintenance as
long as we don’t vent the HHG chamber.

3.4.3 The size of the mirrors

The enhancement cavity was initially built with 0.5′′ diameter mirrors
with the same coating. We observed the cavity power decay shown in
Fig. 3.12. The cavity power typically begins to decay after several minutes
running. The power in the cavity falls over minutes timescale and eventu-
ally level off at very lower value as shown in the red curve. After cavity
lock is broken and relocked, the cavity power can partially recover but start
decay sooner as show in the blue curve. The cavity power decay was often
accompanied with cavity mode blinking and distortion. However, no obvi-
ous movement of the cavity mode was observed. The reason of the cavity
power decay is the combination of optics degradation and thermal effects.
The cavity decay was not completely fixed until we changed to 1′′ diameter
mirror. This is surprising because the beam size on the cavity mirrors are
∼ 1 mm. The possible reason maybe the diffraction loss of the small mirrors
are aggravated by the mirror deformation caused by the thermal effects.
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Figure 3.12: Cavity power decay related to the cavity mirror size. The power
in the cavity falls over minutes timescale and eventually level off at very lower
value as shown in the red curve. After cavity lock is broken and relocked,
the cavity power can partially recover but start decay sooner as show in the
blue curve.

3.4.4 Thermal effects of the cavity mirrors

As studied by Pupeza and co-workers [231, 133], significant thermal dis-
tortions of the intracavity mirrors can be observed upon changing the in-
tracavity power - sometimes necessitating ultra-low-expansion glass mirror
substrates. We thus studied this effect in our current fused-silica substrate
cavity. Figure 3.13(a,b) shows measurements of the intracavity focus at both
low power and 11 kW intracavity average power. We measure a 10% change
in vertical beam waist at high power with negligible change in horizontal.
The vertical dimension has a greater sensitivity due to the cavity astigma-
tism arising from the curved mirrors. Figure 3.13(c) shows measurements of
the focal spot size over a one hour period at high average power, indicating
good long-term stability of the intracavity mode in both pointing and spot
size. This is aided by the fact that we operate the cavity close to the center
of its range of stability, which makes the cavity’s focal spot size relatively
insensitive to thermal deformations of the mirrors.

We also monitor the thermo lensing effects in the cavity by looking at the
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Figure 3.13: Cavity Thermal Stability. (a) and (b) The cavity focus measured
at 0.6 kW and 11 kW intracavity power, respectively. Lineouts taken through
the centroid (black bars) are plotted alongside the images with Gaussian fits
(red dashed line) to the data. Thermal distortions of the mirrors at high
power cause a ∼ 10% change in vertical beamsize. (c) At 11 kW the cavity
focus is measured demonstrating no significant change in size over one hour.
This figure is reproduced from Ref. [12].

resonant frequency of a high order mode. We pick TM10 mode for simplicity.
The resonant frequency of the TM(0 1) mode is measured by put variable
frequency phase modulation side bands on the frequency comb light by the
EOM in the oscillator. Then we monitor the cavity transmission by a RF
spectrum analyzer. When the modulation frequency is equal to the resonant
frequency of the high order mode, We observe a amplitude modulation side
band on the RF spectrum analyzer. The resonant frequency of TM(1 0)
mode is 23.4 MHz when the cavity is cold, then it shifts to 24.2 MHz when
the cavity warms up at 10 kW power. The frequency change corresponds to
the change of the trace of the cavity’s ABCD matrix[99] M from -0.1 to -0.18
in the horizontal dimension. the thermal lensing effect only slightly shifts the
cavity in its range of stability. This agrees very well with the cavity focus
spot size measurements.

The PZT mirror actuator mentioned in section 2.2.3 was originally in the
enhancement cavity. The transmitted power of the high reflector mirror is
on the order watts which all goes to the PZT and cause substantial heating
effect. By moving the PZT into the oscilator and adjusting the cavity lock
accordingly, the actuator heating is avoided.
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3.4.5 Brewster plate mount

Figure 3.14: A photo of the brewster plate mount.

The pointing stability of the Brewster plate is critical for delivering the
XUV photons through the beamline. Several kilowatts intracavity power
transmits through the Brewster plate can cause a heat load, which deforms
the brewster plate. The deformation of the brewster plate can cause XUV
beam clips on the downstream monochromator optics, which reduce the XUV
throughput and cause aberrations. In order to improve the pointing stabil-
ity, The sapphire wafer is bonded to an anodized aluminum mount with a
high thermal conductivity, low outgassing epoxy. The anodized aluminum
facilitates the radiative cooling. The sapphire wafer is 1 inch in diameter
but only a 1.3 cm x 1.9 cm clear aperture is left unsupported by the alu-
minum mount to minimize thermal deformation of the Brewster plate. The
aluminum plate is mounted to a compact motorized mirror mount for easy
alignment and active correction of the thermal deformation. A photo of the
Brewster plate mount as shown in Fig. 3.14. We have observed this mount-
ing scheme to provide outcoupling with stable pointing for many hours of
continuous operation.

3.4.6 gas nozzle

78



Figure 3.15: The design of HHG gas nozzle.

XUV is generated by flowing noble gas through a HHG gas nozzle. The
XUV flux and the cavity power is sensitive to the nozzle position. For efficient
XUV generation, the nozzle tip need to be close to the center of the cavity
focus. The gas nozzle can have a substantial heat load due to the high
intracavity power. Due to the thermal expansion, the nozzle can expand and
get even closer to the laser beam. Eventually, the nozzle can clip on the
laser beam and cause damage or interrupt the operation of the cavity. The
gas nozzle design is shown in Fig. 3.15. The tip of the gas nozzle is made
of 4 mm high purity fused silica capillary with 100 µm opening. The short
length can effectively alleviate the thermal expansion of the glass part. The
glass capillary is connected to a 0.25 inch brass tube by a 1/16 inch stainless
tubing adaptor, The 0.25 inch brass tube can be conveniently connected to
a Swage-lok typing fittings. The 3 parts are sealed with Hysol 1C-LV epoxy.
All the gas tubing and fittings inside the HHG chamber are stainless steel
for high gas pressure operation. We have tried gas pressure up to 5 atm
safely. The gas nozzle assembly is helded by a 3D translation stage for easy
alignment. We have observed this nozzle design works for many hours of
continuous operation for XUV generation.
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3.4.7 XUV flux stability and noise
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Figure 3.16: a) Normalized XUV flux measured with PD after the monochro-
mator for harmonics 15-25 from Kr over 1 hour without human intervention.
b) Relative intensity noise (RIN) of the 23rd harmonic (red), intracavity laser
light (green), and Yb:fiber laser (blue), along with the detector noise floor
(black dashed). This figure is reproduced from Ref. [9].

We evaluated the amplitude noise and the flux stability of the sys-
tem using the PD detector. For the flux stability, we recorded a series of
monochromator scans over a one hour period without any human tuning of
the laser alignment or servo loop. Figure 3.16a) shows the relative power
in each harmonic from Kr with a delivered flux greater than 1011 photons/s
obtained from each mono scan. The RMS fluctuations averaged all the har-
monics over this period are 5%. Similar results are obtained for HHG in
Ar or Xe as well. On longer periods, slow drifts in the laser alignment into
the cavity and servo-loop offsets require occasional human intervention to
maintain the flux levels at those shown in figure 3.5b). It is also important
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to note that since more than 100 pA of photocurrent is observed from TM3,
drifts in the XUV flux can be normalized using this in-situ monitor, as is
commonly done at synchrotrons.

For the amplitude noise (RIN) shown in figure 3.16b), the photodiode
current from the 23rd harmonic from Kr is amplified using SRS 570 current
amplifier and recorded with an FFT spectrum analyzer. For frequencies
above 100 Hz, the RIN level is below -52 dBc/Hz, which can enable small
differences in the photoelectron spectra to be recorded via lock-in detection.
At this noise level, EDC or ARPES signals up to 105 counts/second/bin can
be photoelectron-shot-noise limited with proper correction for drift using the
TM3 photocurrent.

3.4.8 Long term XUV flux

Figure 3.17: The flux of 23rd harmonic over 9 months.

Fig. 3.17 shows the flux of 23rd harmonic with Krypton over 9 months
without venting the HHG chamber and maintenance. After that, we vented
the HHG chamber in order to prepare the beamline for the TOF k-mic. Most
of the data is taken within the first 20 min after the cavity starts running but
before everything fully warms up. The photon flux only drops by about a
factor of 2 over 9 month and trend seems reaching a plateau. The photon flux
is still above 1011 γ/s. For our experiments, this kind of loss is acceptable.
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Chapter 4

XUV beamline

After XUV is coupled out of the cavity, A home made time preserving
monochromator is used to select the XUV wavelength. Then a refocusing
mirror is used to focus the XUV on to the sample. A detailed layout of the
XUV beam line is shown in instrument layout Fig. 1.9.

4.1 Toroidal mirror

In the XUV wavelength regime, it is hard to focus the XUV beam by trans-
mission optics such as lenses due to its high absorption, e.g. a typical absorp-
tion length in the solid is on the order of 100 nm. The optics to focus XUV
pulses are typically reflective. There are mainly two kinds of XUV reflectors,
multilayer-coated mirrors and grazing incidence mirrors.

Multilayer-coated mirrors are composed of multiple thin layers of material
with different index of refraction contrast, typically deposited on a substrate
of glass or some other optical material. Multilayer-coated mirrors function
based on the interference of light reflected from the different layers of the
stack. The thickness of the layers can be optimized to achieve high reflectivity
on a specific wavlength. Multilayer-coated mirrors don’t work well for photon
energy less than ∼ 30 eV, because the wavelength is close to the absorption
length in the material. They are typically operated at near normal-incidence
to manage high-aperture beams with low aberrations. For example, the EUV
lithography is based on aspherical multilayer-coated mirrors. They are also
widely used in the synchrotron light sources. However, they only works at
specific wavelength and their bandwidth is narrow. This type of mirrors are
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not suitable for the high harmonic generation sources with a bandwidth of
tens of eV.

On the other hand, the grazing incidence mirrors are good at focusing
broad band and tunable XUV light. This kind of mirrors simply use the fact
that the Fresnel reflectivity approaches one as the angle of incidence gets
close to 90 ◦. This kind of mirror can be simply a glass substrate polished
to atomic flatness or it can be coated with various material to enhance the
reflectiviy for certain wavelength. However, due to the grazing incident angle,
a spherical mirror can have significant astigmatism aberration. To avoid the
astigmatism, The simplest way to focus the XUV beam is to use a toroidal
mirror. A toroidal mirror is a reflector whose surface is a section of a torus,
defined by two radii of curvature in two perpendicular dimensions. Such
reflectors are easier to manufacture than a paraboloid or ellipsoid. So, they
are much cheaper than ellipsoidal or paraboloidal mirrors for the same surface
quality. When a the toroidal mirror is used to match its designed angle, it is
free of astigmatism. However, it can suffer from severe coma aberration.

Figure 4.1: The schematic of a toroidal mirror. This image is taken from
Ref. [13].

We first show the aberrations introduced by a single toroidal mirror can
be canceled when it is used in the 1:1 imaging configuration. The treatment
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in this section is reproduced from Ref. [13, 232]. The optical layout of a
toroidal mirror is shown in Fig. 4.1. The light-path function, F, of a ray
emitted from the point source A, which passes through the focal point B
after reflection at the point P(x,y,z) on the mirror surface is defined as F =
〈AP 〉 + 〈PB〉 . Taking into account the equation of the toroidal surface, the
distances 〈AP 〉 and 〈PB〉 can be expressed as functions of the variables α,
p, q, y and z, where α is the angle of incidence, p and q are the lengths of
the entrance and exit arms respectively (i.e. the distances between A and
the mirror center, O, and between O and B respectively), y and z span on
the mirror surface. The light-path function is expressed as a power series of
y and z:

F = p+ q + F20y
2 + F02z

2 + F30y
3 + F12yz

2 +O(y4, z4) (4.1)

where the series has been truncated to the third-order terms. For a
toroidal surface with tangential radius R and sagittal radius ρ, the Fij terms
are:

F20 =
1

2
cos2 α

(
1

p
+

1

q
− 2

R cosα

)
(4.2)

F02 =
1

2

(
1

p
+

1

q
− 2 cosα

ρ

)
(4.3)

F30 =
1

2
sinα cosα

[
1

p

(
cosα

p
− 1

R

)
− 1

q

(
cosα

q
− 1

R

)]
(4.4)

F12 =
1

2
sinα

[
1

p

(
1

p
− cosα

ρ

)
− 1

q

(
1

q
− cosα

ρ

)]
(4.5)

According to Fermats principle of least time, aberration-free image focusing
is obtained by the conditions dF/dy = 0 and dF/dz = 0, which must be
satisfied simultaneously by any pair of y and z values. This requires all Fij
terms are equal to zero. First, we set F20 and F02 to zero, we have
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Equ. (4.6) and Equ. (4.7) takes the same form of a thin lens equation.
These two equations describe how the focal length of the toroidal mirror
changes with the incident angle α in the tangential plane and the sagittal
plane. Usually α is chosen so that the focal length of the mirror in the
tangential plane f‖ and the sagittal plane f⊥ are equal. so

f‖ = f⊥ =
R cosα

2
=

ρ

2 cosα
(4.8)

The coma aberration is controlled by the third order terms F30 and F12.
In order to achieve coma free imaging, F30 and F12 are set to zero. Then we
have

p = q (4.9)

Then object distance p is equal to the image distance q. So the when the
toroidal mirror works in the configuration of magnification of 1, the coma
abberation can be canceled.

4.2 Time-preserving XUV monochromator

The HHG spectrum generally consists of discrete of peaks corresponding
to the odd harmonics of the fundamental laser frequency with an intensity
distribution span tens of eV. The separation between the adjacent peaks are
twice of the photon energy, which is 2.4 eV in our case. The line width of
each peak is usually much narrower than the separation, in our case, it is less
than 65 meV.

The XUV generated in the HHG process are colinearly with the fun-
damental laser pulses. The separated wavelength is highly desirable in the
tr-ARPES experiment. Due to the high dynamics range of the electron count-
ing, even a small fraction of the contaminant photons can possibly cause a
confusion about the spectrum feature. At the same time, the monochromator
for tr-ARPES experiments needs to preserve the temporal duration of the
pulse otherwise the time resolution of the experiments is affected.

The simplest way to obtain HHG spectral selection is the use of a multi-
layer mirror at normal-incidence, which does not alter the pulse time duration
and cause less aberrations. However, as mentioned before, multilayer mirror
are normally designed to work at a fixed wavelength and it doesn’t work well
for <30 eV. Different sets of mirrors are required to cover a spectral region
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as wide as the whole HHG spectrum. Furthermore, the reflectance contrast
given by multilayer mirrors can be poor and the spectrum contamination can
be a concern [233, 234, 235].

Grating monochromators give tunability in a broad band and high spec-
tral resolution. However, a grating introduces a tilt of the pulse-front because
of diffraction, since each ray that is diffracted by two adjacent grooves is de-
layed by a optical cycle of the light. In order to preserve the pulse duration,
the pulse front tilt caused by the grating needs be less than the pulse du-
ration. This puts a constraint on the total number of grooves which the
XUV beam hit on. Since the resolving power of the grating is proportional
to the total number of grooves which the XUV beam hit on, the requirement
of preserving the pulse duration constraints the resolving power in a single
grating monochromator design.

Luckily, most of tr-ARPES experiments we are interested in don’t require
the energy resolution narrower than our harmonic line width. The reason
is that in tr-ARPES experiments, there is a tradeoff between the energy
resolution and time resolution. The tradeoff comes from the time and energy
uncertainty relationship ∆E∆t ≥ 1.8 eV·fs. Better time resolution requires a
shorter pulse, and a shorter pulse requires a broader energy linewidth which
can affect the energy resolution. Our 100 fs time resolution with less than
65 meV provide a good balance for the experimental needs.

Because the HHG spectrum consists of discrete peaks, the photon band
width is limited by the harmonic linewidth as long as our monochromator
can separate adjacent harmonics from each other. The energy resolution of
the monochromator required to separate adjacent harmonics can be on the
level of a few hundred meV which is much bigger than the energy resolution
in the tr-ARPES experiments. So this greatly relieves the requirement of the
resolving power of the grating, which makes a time-preserving monochro-
mator with a single grating feasible. We adopt the XUV time-preserving
monochromator design similar to Ref. [14].

4.2.1 Monochromator design and construction

The schematic of the monochromator is shown in Fig.1.9 and a photo is
shown in Fig. 4.2. The three optical elements are indicated as toroidal
mirror TM1, Grating and Toroidal mirror TM2. The first mirror (TM1)
collimates the XUV beam reflecting off the brewster plate, The collimated
XUV beam bounces off the grating mounted in off-plane configuration. Then
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Figure 4.2: The photo of the optics in our monochromator.

the beam is focused by the mirror TM2 to the slit. The slit was salvaged
from the decommissioning of the National Synchrotron Light Source (NSLS).
The opening of the slit can be continuously changed from mm to completely
closed. The grating is mounted to a rotational stage. The XUV wavelength
can be selected by rotating the grating around axis parallel to the grooves of
the gratings. The mirrors are supported by standard Thorlab polaris mirror
mounts. The optics are mounted in vertical plane to take the advantage of
high reflectivity of S-polarizition. The whole setup is enclosed in a custom
stainless steel chamber.

The focus of the IR in the cavity is about 20 µm. That gives a divergence
(half angle) of ∼ 16 mrad. Assuming the XUV beam has diffraction limited
beam quality, the divergence of the XUV D is about the divergence of the
fundamental IR divided by the harmonic order. That’s less than 3 mrad for
the photon energy we care. Notice that the beam quality of HHG source
may not be diffraction limited, Ref. [104] reports the divergence is much
higher than this simple estimation for the low order harmonics and strongly
depends on the harmonic order and the position of the gas jet relative to
the focus. We choose the toroidal mirrors with 350 mm focal length and 3

87



degree incident angle as they are easy to work with. The mirror size of 60
mm × 15 mm gives a 9 mrad full angular acceptance of the monochromator.
The substrate of the mirror is pyrex and the surface is coated by bare gold
coating. We estimate the reflectivity of the mirror is more than 90% based
on CXRO [215]. We try to make the input length p defined by the distance
from the nozzle to the center of TM1 equal to the output length q defined
by the distance from the center of TM2 to the slit, so p = q = 350mm.

Figure 4.3: The OPM grating configuration. This image is taken from
Ref. [14]

The grating is mounted in off-plane mount (OPM) configuration [236] as
shown in Fig. 4.3 (a). Compared to the classic diffraction mount, the incident
and diffracted wave vectors are almost parallel to the grooves of the grating in
OPM. This configuration allows the beam incident at grazing angle without
increasing the number of grooves hit by the beam. OPM configuration is
critical for the single grating monochromator to preserve the pulse duration
with high efficiency. The direction of the incoming rays is described by two
parameters: the altitude γ, that is defined as the angle between the direction
of the incoming rays and the direction of the grooves,and the azimuth angle
α. The azimuth angle of the first diffracted order at wavelength λ is denoted
as β. The grating equation of the OPM configuration is written as:

sin γ (sinα + sin β) = λσ (4.10)

where σ is grating groove density. When the grating is used as a monochro-
mator, we take the first order diffraction, so α=β. We choose a grating with
groove density σ=150 g/mm. The altitude γ is set to 4 ◦ for the convenience
and high reflectivity. Fig. 4.4 (a) shows the diffraction angle vs XUV photon
energy. The high photon energy XUV is located at small diffraction angle
due to their short wavelength. For the 8 eV photons, the angle between the
adjacent harmonic is about 2◦ and for the 40 eV photons, the angle is about
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0.12◦. Our rotational stage has an angle resolution of 0.001◦, so it is good
enough for the harmonic separation. The separation of the XUV beams on
the slit plane dS can be estimated by

dS = q sin γ
dβ

dλ
∆λ (4.11)

The calculation results are shown in Fig. 4.4 (b). The sepration of the
XUV beams also decrease as the photon energy increase. For the most case
which is 40 eV photon energy, the separation is about 100 µm on the slit
plane. Since the magnification of the monochromator is about 1, the XUV
spot in principle can be the same size as the generated at the nozzle, which
is less than 20 µm. Due to some aberration and imperfect alignment, We
still achieved <50 um spot size on the slit plane, which can estimated from
the monochromator scan with slit closed tightly. So the 150 g/mm grating
is enough to separate the XUV beams.

The number of grooves N illuminated by the XUV beam can be estimated
by

N = 2Dpσ (4.12)

where D is the divergence of the beam. Then the half width of pulse broad-
ening ∆τg due to grating can be estimated by [237]

∆τg =
Nλ

2c
=
Dpσλ

c
(4.13)

and Fig. 4.4 (c) shows the pulse broadening caused by the grating v.s.
photon energy. We can see for all the photon energy, the pulse broadening is
less than our pulse duration ∼ 100 fs. The monochromator design is suitable
for our XUV source. The energy resolution of the monochromator is shown
in Fig. 4.4 (d) with 50 µm slit opening. Slit limited energy resolution is
calculated by slitsize ∗ dE/dS and the grating limited resolution is simply
estimated by hν/N . The energy resolution is limited by the slit size in this
case. As mentioned before, the energy resolution as big as 1.2 eV is enough
to separate the adjacent harmonics, and the actual photon linewidth is much
smaller than the energy resolution of the monochromator.

The blaze condition for which the diffraction efficiency is maximized is
fulfilled when the diffracted light is reflected specularly from the groove sur-
face and when the shadowing effect from adjacent grooves is minimized, α =
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Figure 4.4: The simulation of the monochromator with 3 mrad XUV diver-
gence, 150 g/mm grating and 50 µm slit openning.

β = δ, where δ is the blaze angle of the grating shown in Fig. 4.3 (b). For
our 150 g/mm grating, the blaze angle is designed to be 2.3 ◦, the maximum
diffraction efficiency is at 37 nm, which corresponds to the photon energy
of 34 eV. We also tried the monochromator with 100 g/mm grating blazed
at 2.2 ◦. The maximum diffraction efficiency for this grating occurs at 22
eV which is well centered in our harmonic spectrum. However, due to less
resolving power, the harmonics at 40 eV can’t be fully separated by this
grating.

The XUV spectrum measured by this monochromator is shown in Fig. 3.5
in section 3.3.1. Fig. 3.5(a) shows a typical HHG spectrum from Xenon gas
measured using each of the four detectors as the monochromator grating is
rotated. The observed harmonic linewidths are due to the intentionally small
resolving power of the pulse-preserving monochromator, not the intrinsic
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Figure 4.5: The harmonic spectrum taken with 100 g/mm grating for en-
hanced efficiency at 55 nm. The 21st hamronic at 49 nm has the flux of
7× 1011 γ/s.

harmonic linewidth. The different wavelength are clearly separated from
each other with a clean background in between. In Fig. 3.5 (b), the higher
of the two lower limits from the PD or VPD2 are plotted as a function of
photon energy and for three different generating gasses: argon, krypton, and
xenon. As can be seen in Fig. 3.5 (b), even using a single monochromator
grating, by changing the generating gas, a flux of more than 1011 photons
per second is delivered to the sample over a broad tuning range. At lower
photon energies, the higher efficiency of generation in Kr and Xe compensates
the reduced diffraction of efficiency of the grating blazed for 35 eV. Higher
fluxes can be obtained at lower photon energies using different gratings. For
example, we have observed 7 × 1011 photons/s in the 21st harmonic from
krypton (hν = 25.2 eV) using a 100 groove/mm grating blazed for 55 nm as
shown in Fig. 4.5. These fluxes are within one order of magnitude of what
is available from many state-of-the-art synchrotron beamlines dedicated to
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ARPES [219, 220, 221]. Critically, since at ∼80 MHz, 7 × 1011 photons/s
corresponds to only 8,000 photons/pulse, also comparable to synchrotrons.
All of this flux is usable for high-resolution photoemission experiments.

4.2.2 Monochromator alignment and tracer beam

The alignment of XUV optics is challenging. First, the XUV wavelength
is strongly absorbed by the air. So in order to align it in-situ, the beam
line has to be pump down and all the optics need to be motorized. Spatial
resolved XUV light detection is difficult. In order to get the spatial profile of
the XUV directly, sophisticated detectors such as intensified CCD camera is
needed. Such a detector is complicated and expensive and needs to be used
in the high vacuum environment. Their are cheaper ways like knife edge scan
and pin hole scan, but the process is time consuming and the measurement
accuracy is not as high. Third, the grazing incidence XUV optics is sensitive
to misalignment. For our toroidal mirror with 350 mm focal length and 3◦

incident angle, the beam profile is sensitive to mrad level missalignment.
Last, due to the constraint of the enhancement cavity, it is difficult to align
the XUV beam generated in the cavity into the beamline.

Since all the XUV optics are reflective, they generally has negligible chro-
matic aberration. So it is common practice to align the XUV optics with a
visible beam. One way to align the beamline including the monochromator
and the refocusing mirror is to use the IR light reflected out the cavity. IR
and high order harmonics are colinear, and if we use the 0th order diffraction
of the grating, they should overlap with each other very well. If we align the
beamline with IR first, It should be OK for the XUV.

The problem is that the IR is focused tightly in the cavity, so the IR beam
spot diverges much faster than the XUV. When the IR beam hit the TM1
mirror, it’s already too big to fit on the mirror. The severe clipping makes
it difficult to identify the principle ray which results inaccurate alignment.

Instead of using the IR, we use a independent green beam to guide the
alignment, which is called tracer beam. The setup of the tracer beam is shown
in Fig. 4.6. It starts from a green laser diode which is probably a frequency
double DPSS laser. The laser beam is coupled into a 532 nm single mode
fiber to transport the beam into the HHG chamber and clean up the spatial
mode. The fiber goes through a vacuum feedthrough and collimated by a
collimator. Then the beam size is adjusted by a telescope made of lens L1 and
L2 with focal length 10 cm and 40 cm. This telescope is also used to focus
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Figure 4.6: The tracer beam layout.

the tracer beam to a equivalent focal point with w=50 µm. The equivalent
focal point is the mirrored image of the cavity focal point relative to the front
surface of the Brewster plate. Then the tracer beam is nonpolarized, so it
is partially reflected on the Brewster plate. The transmission goes into the
monochromator chamber, and used for the alignment purpose. The reflection
part is coupled into the enhancement cavity .

Whether the optical path of the tracer beam is overlapped with the XUV
is critical for the accuracy of the alignment. Since the enhancement cavity
defines the path of the IR and XUV uniquely, We couple the tracer beam
into the enhancement cavity by the Brewster plate to make the tracer beam
follow the IR and XUV. To achieve that during the initial setup, we reverse
the direction IR in the cavity, so the IR reflected off the Brewster plate goes
through the equivalent focal points. This trick allows us to easily locate the
equivalent focal point. We first adjust L1 and L2 iteratively, so the tracer
beam is focused to the equivalent focal point with 50 µm focus size , then
we steer the mirrors M1, M2 and M3 so tracer beam makes a closed loop
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in the cavity. After a few iterations, we can observe a cavity mode of the
tracer beam. Notice that the mode match of the tracer beam is poor, so
the cavity mode of the tracer beam is not the fundamental mode. We found
that as long as we can observe any kind of the tracer beam cavity mode, the
alignment of the tracer beam is good enough. The focus size of the tracer
beam is set to 50 µm, this gives a divergence of 3 mrad. The Rayleigh range
of the tracer beam is about 1 cm, that is also reasonably close the Rayleigh
range of the XUV.

One problem we had is that the thin Brewster plate (250 µm thickness)
acts as a Fabry Perot interferometer and cause a spatial profile distortion on
the reflected beam. Part of the reason is that the frequency doubled DPSS
laser probably has a fairly narrow line width. To solve that problem, we
change the light source to a broad band semiconductor green laser diode sold
by Thorlabs (LP520-SF15). The spectrum of the semiconductor laser diode
is more than 2 nm, the coherence length of it is less than 100 µm, so the
Brewster plate etalon is of no concern. This light source works fine for the
down stream XUV optics alignment, however, due to its low spectrum energy
density, we can’t observe a tracer beam cavity mode with this broad band
laser diode. So it can’t be used in the initial tracer beam set up.

The toroidal mirror has 6 degree of freedoms. As shown in Fig. 4.1, it has
3 translations in X Y Z direction, and the 3 rotations about the X Y Z axis
which is named pitch, roll and yaw. We have found that the beam profile
is sensitive to the translations, but the XUV beam doesn’t have to hit the
exact geometry center of the toroidal mirror. The translations and rotations
are coupled to each other to some extent. The toroidal mirrors TM1 and
TM2 are held by simple slotted holder and mounted to standard Thorlabs
PolarisTM mirror mount. The mirror mount can do yaw and roll. We adjust
pitch by careful torque the mirror holder while the set screw of the mirror
mount is slightly loosened. The mirror mount is supported by a one inch
post and clamped down to the breadboard. The translation of the mirror is
done by carefully sliding the mirror in the slotted holder.

The common aberrations caused by the toroidal mirrors are shown in
Fig 4.7. Fig 4.7(a) shows a fine beam profile when the the toroidal mirror is
properly aligned. We found it difficult to get a perfect round spot and com-
pletely get rid of the aberrations. But the beam is mostly round and uniform.
The most energy is within the main spot. Fig 4.7(b) shows the astigmatism
aberration. The beam is focused in one dimension but defocused in the other.
Astigmatism cause a unwanted elliptical beam shape and aberrations in the
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Figure 4.7: The aberrations of the tracer beam. (a) an aligned beam (b)
astigmatism (c) pitch miss-aligned (d) coma (e) slightly defocused beam.

defocused dimension. This is typically caused by the incident angle of the
light is not equal to the designed angle of the toroidal mirror. It may be
fixed by adjusting yaw rotation. Fig 4.7(c) shows what happens to the focus
of the tracer beam when the pitch is miss-aligned. The beam shows a long
arc shape in one dimension and multiple images in the other dimension. We
found the beam is sensitive to yaw and pitch in mrad level but it is not so
sensitive the roll. Fig 4.7(d) shows coma aberration. As mentioned before,
coma can be canceled when the magnification is 1. If the magnification is
not equal to 1, the coma will exist no matter the mirror is well aligned or
not. Fig 4.7(e) shows the beam profile of a well aligned toroidal mirror, but
the detector is not at the focal point of the beam. We see a bright main spot
with multiple aberration spot around it, there can be a significant amount
of energy in the aberration spots. When we measure the profile of the tracer
as we adjust the alignment, the detector which is usually a camera needs be
on the rail so we can scan it along the beam. Similarly, when we position
the monochromator slit and samples, we also need verify whether they are
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at the focal point or not.

4.3 Refocusing mirror

Figure 4.8: A photo of the mirror cube chamber.

The Refocusing mirror TM3 is used to image the XUV from the slit plane
to the sample in the surface science chamber. TM3 is located in a compact
8 inch Cube chamber, a photo of the mechanical design is shown in Fig. 4.8.
The mirror is held by a slotted holder. The mirror holder is electrically
floating. So we can use the photocurrent of the mirror as an indicator of
the XUV flux. The mirror holder is mounted to a motorized mirror mount.
Then the mirror mount is supported by a motorized stage used in vertical
direction. Thanks to the motors, TM3 can be aligned without venting the
UHV chamber. It is aligned by using the tracer beam as mentioned above.

To measure the XUV spot at the sample, we image the fluorescence from
a Ce:YAG scintillator placed at the sample position. Figure 4.9(a) shows
the image and Fig. 4.9(b) shows Gaussian fits in the both the horizontal
and vertical along lineouts corresponding to the image centroid. The data
indicate a clean elliptical beam with a FWHM of 58 µm in the horizontal
100 µm in the vertical. Also, we measure that approximately 70% of the
XUV light can be transmitted through a 100 µm diameter pinhole oriented
at 45 degrees to the beam axis. This spot size is again similar to what
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Figure 4.9: a) The 27th harmonic from Ar imaged with a Ce:YAG crystal
at the sample position. (b) Lineouts through the centroid of (a) fit with
Gaussian functions demonstrating 58 µm x 100 µm spot size (FWHM). This
figure is reproduced from Ref. [9].

is used at synchrotron beamlines [219, 220]. When comparing to previous
HHG results it is important to note that in our case this small spot size and
high flux are actually usable for experiments due to the absence of space-
charge effects at 80 MHz repetition rate. A small spot size enables studying
spatially inhomogeneous samples (for example produced by exfoliation [238]),
requires less pump-pulse energy in pump/probe experiments, and is necessary
for achieving high angular resolution in ARPES.

4.4 Differential pumping

There are several orders of magnitude pressure drop across the beam line
as shown in Fig. 1.9, The pressure in the HHG chamber is on the order of
mTorr, and the pressure in the surface science chamber is ≤ 10−9 Torr. The
main gas load go through the beam is the HHG gas media such as Krypton
and the oxygen and ozone mixture. We achieve the pressure drop by several
differential pump stages.

• First, there is a aperture and thin pipe between the HHG chamber
and monochromator chamber. With a 900 L/s turbo pump in the
monochromator chamber, we achieve < 10−5 Torr pressure.
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Figure 4.10: The XPS measurement of a thin pentacene film on the Au(111)
surface. O1s shows up at 531 eV after the ozone and oxygen exposure. The
peak at 547 is Au4p3/2.

• Second, The slit of the monochromator has a conductance about 2 L/s
and it also helps differential pumping. After the slit, there is choker
chamber with a choke installed between the choker chamber and the
mirror chamber. The conductance of the choke is 2.5 L/s. The pumping
speed of the choker chamber turbo is 90 L/s and the pumping speed
of the mirror chamber turbo is 500 L/s. The pressure of the mirror
chamber drops to < 10−8 Torr.

• Last, the surface science chamber is equipped with 600 L/s turbo pump
and a getter pump. We achieve the pressure of ≤ 10−9 Torr. Because
the TOF k-mic has a large volume but a small aperture, it got its own
turbo pump for differential pumping.

The turbo pumps on the HHG chamber and monochromator chamber
need to be able handle corrosive gas due to the oxygen and ozone. The
normal turbo pump on the monochromator chamber was damaged by the
ozone although the pressure of the monochromator chamber is lower than
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10−5 Torr. The downstream turbo pump seems OK with the ozone residue
gas. Since the turbo pumps can be potentially damaged by running without
proper foreline pressure, All the turbo pumps are equipped with pneumatic
valves in the foreline controlled by a interlock shown in Appendix.

The oxygen and ozone also can cause potential sample damaging issue
although the partial pressure of O2 in the surface science chamber is on the
order of 10−11 Torr. Fig. 4.10 shows XPS measurements of a pentacene film
on Au(111) surface before and after exposure to the gas coming from the
beam line. We didn’t intentionally expose the film to oxygen and ozone.
However, the residual gas coming from the HHG chamber reacts with the
pentacene film. The O1s peak at 531 eV shows up on the XPS spectrum after
exposure. The peak at 547 eV is Au4p3/2 which is not affected. The choke
between choker chamber and the mirror chamber can effectively reduce the
oxygen and ozone gas going go downstream and that’s sufficient for the most
experiments in our lab. Considering there may be some samples extremely
sensitive to the residual oxygen and ozone, we achieve complete isolation
by inserting an Aluminum foil between the choker chamber and the mirror
chamber. The thickness of the Aluminum foil is on the order of 100 nm.
It is mounted to on a gate valve. In principle, it transmits XUV photons
higher than 15 eV with > 60% efficiency. However, due to the oxidation and
contamination of the surface, the XUV transmission is much lower than that.

Figure 4.11: Comparison of The transmission of the newly installed Alu-
minum filter and the same one after 4 months.
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Fig. 4.11 shows the transmission of the newly installed Aluminum filter
and the same one after 4 months use. For the newly installed one, the
transmission is lower than 30%. After 4 months use, as the surface oxidation
and contamination occurs, the transmission over all wavelength drops by
about 5%. Despite this Aluminum filter cuts the photon flux by an order
of magnitude, we found it isolate the residue gas very well. Thanks to our
high photon flux, ARPES experiments can still be conducted on the oxygen
sensitive sample with one order of magnitude loss in photon flux.
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Chapter 5

Surface science chamber

5.1 Surface science chamber construction

The surface science chamber, shown in Fig. 5.1, is a cylinder shaped chamber
with 3 levels of flanges for instruments. The diameter of the chamber is 16′′.
The chamber is equipped with double µ-metal shield for the earth magnetic
field shielding. It is pumped by a 600 L/s turbo pump and a getter pump
which is particularly effective for pumping hydrogen. The pressure of the
chamber can get to < 10−9 Torr.

The surface science chamber is equipped with a standard set of surface
science instruments:

• Sputter gun. This is our major tool to clean the sample. Our sputter
gun uses the background dosed Ar as the atom source. The ion voltage
can range from 500 V to 2 kV. Its ion beam size is about an inch,
this big spot size can provide uniform sputter without rastering on the
sample. The ion current on the sample is typically 5 µA or so, that’s
usually enough for most sample cleaning needs. Fig. 5.7 shows the XPS
of C 1s before and after sample cleaning.

• X-ray gun. It provides steady Al Kα (1486 eV) X-ray. The X-ray
photoelectron spectroscopy can be implemented with the hemispher-
ical energy analyzer. This is a powerful tool for chemical contents
identification and surface characterization.

• Low energy electron diffraction (LEED). It is used to determined the
surface strucuture and lattice constant of a single crystal substrate and
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Figure 5.1: A photo of the surface science chamber with the instruments.

molecular film. Our LEED model controls the electron beam voltage
with a extra retarding stage. This allows electron gun running at the
optimized voltage independently. This is a useful feature for LEED
measurements with low electron beam voltage on the order of 10 eV.
Fig. 7.3 shows LEED partterns of a C60 monolayer film and a C60 12
ML film with 15 eV and 24 eV electron energy.

• Hemispherical energy analyzer. Our hemispherical energy analyzer
(VSW HA100) was initially used as the electron detector of XUV ex-
periments. It was originally designed for XPS. Later, it was rebuilt
and includes the electron optics for XUV experiments. It is specified
to have an angular acceptance of ± 4 degrees at the input and has a
channeltron detector at the exit. Its channeltron detector has high dy-
namic range, but it falls short in the electron collection efficiency and
parallel detection.

• TOF k-mic. The TOF k-mic will be introduced in chapter 8. It is
currently used as the electron detector for the XUV photoemission
experiments.

• Quadruple Mass spectrometer (QMS). The mass detection range of this
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state of art QMS is up to 1000 amu which is important for detection
of large organics molecular such as C60. The channeltron detector is
integrated with a conversion dynode plate which is helpful for the de-
tection efficiency of large mass ions. The whole instrument is mounted
on an 8 inch linear drive, So it can get close to the sample surface and
retract out easily. This QMS is useful for mass spectrum measurements
of photo ions ejected from the surface and temperature programmed
desorption measurement.

• Residue gas analyzer (RGA). The RGA is used for diagnostic purpose of
UHV chamber. It is basically a compact quadruple mass spectrometer
with mass range goes up to 200 amu. It is mainly used to identify the
background gas of the UHV chamber, measure their partial pressure
and leak test.

Figure 5.2: The layout of the instruments on the surface science chamber (a)
top level (b) middle level (c) bottom level.

The layout of the instruments are shown in Fig. 5.2 for (a) TOP level (b)
middle level and (c) bottom level. The top level includes most of the surface
science tools for sample preparation and characterization. The middle level
service as the space for the XUV tr-ARPES experiments. The laser port and
the TOF k-mic is located in this level as well as the load lock chamber. The
8′′ flange and the 6′′ flange is reserved for the hexapod sample manipulator.
The bottom level is the space for diagnostics and pumps. The turbo pump
and a getter pump is installed in this level. The RGA, ion gauge, baking
lamp and a viewing mirror is also located in this level.
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5.2 Sample manipulator and sample transfer

Currently, our sample manipulator is a rod style sample manipulator. The
sample plate is held by a home made Omicron style sample holder. The
sample holder is integrated with a electricly insolated heater. The assembly
is held by a aluminum bracket mounted to the bottom of a long rod. There
is a dewar built in the rod so the sample can be cooled by the liquid nitrogen.
A copper braid is used to connect the sample mount to the bottom of the
rod in order to provide extra heat conduction. The drawing of the sample
mount is shown in the appendix. The long rod sits on stage with X, Y, Z
and rotation 4 degree of freedoms.

The sample manipulator has several advantages. First, the sample can
be conveniently cooled to 100K and heated up to 1000 K. Second, due to
long rod and long travel in vertical direction, the sample can be easily moved
between the top level and the middle level of the surface science chamber.
Third, the sample is electrical floating by this design. This allows us to
control the sample voltage and measure the sample current in photoemission
experiments. Fourth, the sample holder is fully compatible with standard
Omicron sample plate. This allows easy sample transfer. However, the major
drawback of this sample manipulator is the mechanical stability. The sample
vibrates constantly due to the long rod holding it. And the sample is not
steady when cooled with liquid nitrogen. It is fine when fully filled with
liquid nitrogen. Once the top part of dewar start to warm up due to liquid
nitrogen evaporation, the sample may slightly move a little bit. For some
experiments, this can make a difference. In the near future, we are going to
install a hexapod sample manipulator for the TOF k-mic measurements as
introduced in chapter 8. This rod manipulator will still used for other surface
science experiments and sample transfer. In the daily experiments, we need
swap the sample under study for various reasons. In order to conveniently
change the sample without venting the surface science chamber and baking
it again, we have built a load lock chamber for the purpose. The load lock
chamber is a 2.75 inch cube connected with the surface science chamber by a
gate valve. Due to its small volume, it can be pumped down rapidly without
baking. The samples are mounted to the standard Omicron sample plates
and then stored in the sample magazine. The sample magazine is mounted to
a linear drive, so the sample can be picked up by the sample transfer stick.
The sample transfer stick is a dual shaft continuous rotation wobblestick
purchased from FerroVac. It has 610 mm travel range and a pincer style
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Figure 5.3: A photo of the load lock chamber

sample grabber.

5.3 Inlet system

The sample preparation may require dosing the molecules onto the surface or
into the background gas. The external molecules source and tubing connect-
ing to the surface science chamber all need be pumped and baked for UHV
operation. A inlet system is used to handle the external molecule sources.
The design of the inlet system provides a convenient way for the multiple
isolated gas module to share the same turbo pump. The structure is shown
in Fig. 5.4. It is made of a network of pipes and valves. The main body is
a pipe network pumped by a 60 L/s turbo pump. Since the inlet system are
often used to pump high pressure gas (> 1 atm), a bypass channel is designed
so the high pressure gas goes directly to the roughing pump while the turbo
is isolated. Then the different gas modules are connected to the main body
of the inlet system via UHV valves, and each gas modules has its own dosing
valve or doser going into the surface science chamber. One gas module can
be opened to the main body for pumping while other gas modules are not
affected. A penning gauge is used to measure the pressure in a broad range
(10−3 − 10−8 Torr) without the filament damaging like the ion gauge.
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Figure 5.4: (a) A photo of inlet system. (b) the schematic of the network
of pipes and valves. G means gate valve. V means Mannual UHV valve L
means leak valve. O means bellows sealed manual valve.

5.4 Surface Science chamber positioning

The surface science chamber positioning is a demanding task. The reason
is that the XUV optics are constrained by the image aberrations, and can’t
be freely used to steer the XUV for light delivery purpose. The XUV beam
generated in the enhancement cavity also can’t be freely steered due to the
constraint of the cavity. The surface science chamber has to move as a unit
to catch the XUV beam. The field of view (FOV) of the TOF k-mic is less
than half a millimeter. So the surface science chamber has to be position
precisely in order to get the XUV beam into FOV of the k-mic. The initial
positioning of the surface science chamber is done with the aid of pump light
and tracer beam. Since both beams are visible, they can be easily monitored
by the camera. The tracer beam is used to visualize the XUV spot. The
pump light can generate electrons by 2PPE, so it is used to visualize the
field of view of the TOF k-mic. Overlapping the pump light and the tracer
beam while keeping the 2PPE of the pump inside the FOV of the TOF k-mic
makes the XUV into the FOV of the TOF k-mic.

To move the surface science chamber smoothly and precisely, we design
our chamber positioning tools as shown in Fig. 5.5. The surface chamber is
supported by feet with jack screws. The height and the tilt of the chamber
can be adjusted by the jack screws. The bottom of the feet is lubricated by
Teflon. This reduces the friction between the feet and the floor and allows
the chamber to be moved smoothly in the horizontal plane. The position and
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Figure 5.5: The schematic of the chamber positioning tools.

orientation of the chamber in horizontal is controlled by chamber nudgers.
The chamber nudgers are also feet with jack screws, which push the chamber
in the horizontal plane against a aluminum bar bolted to the floor. There are
2 chamber nudgers located at each of the four corners of the chamber base
plate. Each of them has a travel range of 2 inches. Normally, all the feet are
tighten and chamber is clamped to its position. By loosening one foot and
tightening the opposite side slightly, the chamber can be moved smoothly.
We found this setup works very well, The position accuracy is better than
the XUV beam spot size when using the electron microscopy as feedback.

5.5 Thin film deposition

We use a home made evaporator for thin film deposition. The evaporator is
shown in Fig. 5.6 (a). The alumina crucible contains the source molecules.
A type K thermo couple wire is clipped inside the crucible. The crucible is
wrapped by a tantalum heater filament. The resistance of the heater is less
than 0.5 Ω. The 0.25′′ copper rod of the power feedthrough holds the assem-
bly through an adapter. A shutter which is driven by a rotation feedthrough
is used to control the dosing process. This evaporator can be made on a 2.75
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inch flange and compactly fit into the chamber. A 20 Amp DC power supply
is used to drive the heater, and the temperature is controlled by a commercial
temperature controller. This evaporator can work at the temperature above
1000 ◦C. But limited by our current source, the temperature is up to 400 ◦C
practically.

Figure 5.6: (a) A photo of the evaporator. (b) A photo of the sample mask.

With the aid of a simple mask shown in Fig .5.6 (b), we can control the
dose time on different part of the sample. The sample mask is simply a metal
plate on a linear drive. We have successfully grow C60 films with different
thickness on a 10 mm Au(111) crystal. This simple feature is useful for film
thickness dependent study.

5.6 X-ray photoelectron spectroscopy

The X-ray photoelectron spectroscopy (XPS) is powerful tool for chemical
content identification and surface characterization. In our setup, the X-ray
gun shoots Al Kα xray to the sample and the kinetic energy of the electrons
is measured with our hemispherical energy analyzer. It provides qualitative
and quantitative the information about element composition of the surface
and their chemical status. XPS is a surface sensitive tool. The probe depth
is typically a few nm. It is useful tool for daily diagnostic purposes. For
example, it is routinely used to exam the cleanness of the sample. A XPS
spectrum of Au(111) surface around C1s peak before and after the sputtering
cleaning is shown in Fig. 5.7 The integration time each data point in the
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curves is only 0.5 s. It not only works for the substrate but also work for
the molecular film. For example, the Fig. 4.10 shows pentacene film before
and after very low pressure oxygen/zone gas exposure. The oxygen 1s peak
clearly reveal the film damaging caused by oxygen/ozone gas. Fig. 7.2 shows
the XPS is used to calibrate the growth rate of the C60 film.

Figure 5.7: The XPS of carbon 1s for a hydrocarbon contaminated sample
and a surface cleaned by the sputter gun.

The instrument requires the cooling water of anode on the same voltage
as the anode, which is typically above 10 kV. So the cooling water need to be
high purity deionized water. Otherwise, water tubing erosion can happen.

5.7 Temperature programmed desorption

The temperature programmed desorption (TPD)) technique has been widely
applied to the surface science studies. In a typical TPD run, a sample sur-
face starts with molecule species adsorbed on the surface [239]. Then the
surface is heated at a linear temperature ramp. The change of the surface
temperature causes molecule species to desorb from the surface, the molecule
leaving the surface is typically monitored by a mass spectrometer as a func-
tion of temperature. The TPD data can be quantitatively analyzed by using
Redhead method [240], leading edge method [241] or other methods reviewed
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in Ref. [239]. The quantitative analysis gives rich information such as the
activation energy of desorption, the surface coverage, the desorption rate and
desorption order. TPD is particularly successful in the catalyst study. Be-
cause the technique allows one to study the interaction of reactive gases with
solid surfaces, thereby being a powerful tool for both the evaluation of ac-
tive sites e.g. terraces vs. steps. and reaction products on catalyst surfaces
and the understanding of the mechanisms of catalytic reactions including
adsorption, surface reaction and desorption [242].

In our TPD setup, we abandoned the software temperature control. In-
stead, The temperature of the sample is controlled by a Eurothermo temper-
ature controller which has a better performance. Besides that, the sample
heater power supply can use a continuous error signal from the temperature
controller instead of simple on/off switch. In this way, the temperature ramp
is precise and smooth. The heating rate is typically from 0.5 K/s to several
K/s. The QMS with large mass range is used as the detector. It is mounted
on an 8 inch linear drive, So it can get close to the sample surface. The data
of the QMS and the sample temperature is conveniently logged by a labview
program.
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Chapter 6

Laser assisted photoemission on
Au(111) surface

6.1 Introduction

Gold is one of the most widely studied metal sample by the photoemission
spectroscopy experiments. Due to chemical inert surface and pronounced
Shockley surface state near the Fermi edge, it is widely used as the benchmark
sample of the photoemission instruments. [243, 244, 245] In this chapter, We
benchmark our instrument by the static photoemission and Laser assisted
photoemission study of the Au(111) sample. Much of the material in the
chapter is reproduced from Ref. [9].

When atoms are simultaneously irradiated by XUV and intense infrared
IR pulse, the presence of the IR laser modulates the xuv photoelectron spec-
trum. This effect is called Laser assisted photoemission or laser assisted pho-
toelectric effect (LAPE) . It was first observed by Glover et al [246] using a
high harmonic generation source in the gas phase. Later it was also observed
in solid phase [56, 247] and liquid phase [248]. This effect can be described as
the simultaneous absorption or stimulated emission of an IR photon with the
EUV photon, which leads to sidebands in the EUV photoelectron spectrum.
Alternatively, LAPE can be considered as due to dressing of the free-electron
continuum; i.e., the photo-ionized electron is born into a state where the free
electron is driven by the IR laser field. The oscillation of this field results in
energy sidebands in the photoelectron spectrum [249, 56, 247].

111



The LAPE happens in a time scale even shorter than the optical cycle
of the XUV pulse. The time scales is shorter than the pulse duration in
most femtosecond sources. The observation of laser-assisted dynamics of the
emitted photoelectrons indicates the time of their emission. As a result,
LAPE is widely used for characterization of femtosecond and attosecond
ultrafast pulses [250, 246, 251]. By varying the time delay between the XUV
and IR pulses, the LAPE signal can provide the cross correlation between
the laser and XUV fields.

In the limit of electron kinetic energies much larger than the dressing laser
photon energy and pondermotive energy much less than the photon energy,
LAPE is well described by the simplemans theory [252]. In this model, LAPE
is considered as a two-step process. The first step is the XUV photoemission
of an electron unaffected by the IR laser field. This can be justified by the
fact that at moderate laser intensities, because the initial ground states are
more tightly bound to the nuclei than the continuum electrons, and are thus
only slightly affected by the laser field. In the second step, the released
electron evolves in the laser field and is unaffected by the target potential.
The interaction of the electron with the laser field in the continuum can thus
be described using the Volkov wave function as a final state of the XUV
photoemission process. The amplitude of the nth sideband (An) can be
derived from the dipole matrix element and is shown in Equ. (6.1) (in atomic
units)

An = J2
n

(
p · E0

ω2

)
(6.1)

where p is the vector momentum of the electron, E0 the laser electric
field vector amplitude at the surface, and ω is the laser frequency, Jn is the
nth order Bessel function of the 1st kind. The geometry of the experiment
influences observed sideband amplitudes in two ways. First, energy can only
be transferred between the laser field and the electron at the surface, such
that for metallic surfaces only the component of the electric field normal
to the surface vector contributes to LAPE [56]. Second, due to the dot
product in Eq. 6.1, only the component of the electric field along the detection
direction contributes. For our geometry, with the sample oriented 45 degrees
to incident p-polarized beam and electrons detected along the surface normal,
these factors are one and the same, and in the limit that the argument of the
Bessel function in (6.1) is much less than one we have (in SI units):
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A1 ≈
4παIEkin

meh̄ω4
cos2 45◦ (6.2)

where α is the fine structure constant, I is the laser intensity ignoring
the effects of the surface on the laser electric field, Ekin is the kinetic energy
of the electron, me is the mass of the electron, and h̄ is Planck’s constant.
In the experiment, the laser intensity at which free electrons are generated
varies in both space and time due to the finite extent of the XUV and laser
beams. The observed sideband amplitude will thus be the space-time average

〈A1〉 =
2παEkin

meh̄ω4
Ipeak × (6.3)∫ ∞

−∞
dx

∫ ∞
−∞

dy

∫ ∞
−∞

dtGlaser(x, y, t)GXUV(x, y, t)

where Ipeak is the peak intensity of the laser, Glaser(x, y, t) is a 3D Gaus-
sian envelope function for the incident laser beam with unit amplitude and
GXUV(x, y, t) is a normalized 3D Gaussian envelope function for the XUV
beam.

6.2 Static photoemission spectroscopy

on Au(111) surface

Photoemission spectroscopy measurements are preformed with our hemi-
spherical electron energy analyzer. For all data presented here, the sample is
oriented normal to the analyzer axis and 45 degrees to the XUV beam. The
electric field vector of the XUV light is in the plane of incidence (p-polarized)
and the analyzer axis.

Figure 6.1 shows photoelectron spectra from an Au (111) surface at
100 K temperature obtained using each harmonic between the 7th (hν = 8.4
eV) and 33rd (hν = 39.5 eV). Each spectrum was acquired with 34 meV
steps individually measured with 1 second of integration for a total scan
time of ∼6 minutes or less. At the d-band peaks, the electron count rates
can exceed 1 MHz. These static spectra are in good agreement with those
recorded by Kevan et al. [253, 254] using tunable synchrotron radiation. The
clearly visible dispersion of the d-bands at binding energies between 3 and
7 eV and the large photon energy dependence of the relative amplitudes of
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Figure 6.1: Static photoelectron spectra of a Au (111) surface taken with
harmonics 7 through 33, vertically offset for clarity. The color indicates the
gas used to generate the harmonic; Ar (black), Kr (red), Xe (blue). Each
EDC is normalized to the photocurrent measured at TM3, and spectra taken
with photon energies above 25.1 eV have been enlarged by ×5. This figure
is reproduced from Ref. [9].

the peaks highlight the importance of conducting photoemission experiments
with a tunable source as discussed in chapter 1. The same final state effects
also strongly influence time-resolved photoelectron spectra and tunability
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should be considered no less important, as has been emphasized by previous
authors [255].

6 6.2 6.4 6.6 6.8 7 7.2

Kinetic Energy (eV)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

In
te

n
s
ity

 (
a

rb
. 
u

n
it)

50

60

70

80

90

100

110

120

130

140

150

E
n

e
rg

y
 R

e
s
o

lu
ti
o

n
 (

m
e

V
)

Fit Results from Au Fermi Edge
Fit Results from Krypton Gas

(a) (b)

(c) (d)

91 meV

87 meV

2P3/2

2P1/2

18.3 18.4 18.5 18.6 18.7 18.8

Kinetic Energy (eV)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

In
te

n
is

ty
 (

a
rb

. 
u

n
it)

Data

Fit: E=115

18.3 18.4 18.5 18.6 18.7 18.8

Kinetic Energy (eV)

0

0.2

0.4

0.6

0.8

1

1.2

In
te

n
s
ity

 (
a

rb
. 

u
n

its
)

Figure 6.2: a) Ionization of Kr gas target taken with a He I lamp fit to
Gaussian distributions. b) Individual scans of Au Fermi edge used to deter-
mine the energy resolution. c) An example fit of one of the scans using a
convolution of Fermi Dirac distribution with a Gaussian energy distribution.
d) Results of fits to each of the measurements in a) and c). This figure is
reproduced from Ref. [9].

The resolution of the setup can be determined by analyzing the sharp-
ness of the Fermi edge and is dominated by the energy analyzer.The electron
energy analyzer analyzer was used with a He I lamp (hν = 21.2 eV) where the
analyzer resolution was determined from photoelectron measurements using
a Krypton gas target. Figure 6.2a) plots the EDC showing the two final
states individually fit to Gaussian distributions to determine the analyzer
resolution, combined giving ∆Eanalyzer = 89 ± 3 meV. Using the CE-HHG
source, measurements of the Fermi edge of Au were taken with the sample
held at a temperature of 100 K (kBT = 8.6 meV) using a photon energy
of 20.3 eV (harmonic energy closest to He lamp). The data was then fit to
a convolution of the Fermi Dirac distribution with a Gaussian energy res-
olution. Figure 6.2b) shows a set of 11 individual scans, and Fig. 6.2c) an
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example fit to one of the scans. The fit parameters include the Fermi energy
(EF ), resolution FWHM (∆E), and amplitude. The results of each fit are
plotted in Fig. 6.2d). The combined energy resolution given by the average
and standard deviation of the fits is ∆E = 110 ± 8 meV. This resolution is
given by the combined contributions from the electron energy analyzer and

photon bandwidth ∆E =
√

∆E2
analyzer + ∆E2

hν . Using the analyzer resolu-

tion measured with the He I lamp, deconvolution gives a harmonic bandwidth
of 65± 13 meV.

As discussed in section 3.3.3, this measurement of the linewidth is lim-
ited by the energy resolution of our electron energy analyzer. We estimate
that the transform limited XUV linewidth can be as low as 30 meV. The
simulation shows that our CE-HHG is free of ionization gating due to the
restriction of the cavity. There are also several experimental evidence sup-
porting this argument. First, the observed Fermi edge sharpness is found to
be completely independent of the HHG generating conditions or harmonic
used under variation of a large range of parameters. For example, reducing
the driving laser intensity or using the cavity to narrow the bandwidth of
the driving pulse [207] should both reduce the harmonic bandwidth, but no
change in the the photoelectron spectrum is observed. Furthermore, Mills et
al. [224] have reported single harmonic linewidths from a cavity-enhanced
HHG source similar to ours, but using even shorter driving pulses, with
FWHM as low as 32 meV. Starting with longer driving pulses in our setup,
we expect harmonic linewidths narrower than this are obtainable.

6.3 Laser assisted photoemission on Au(111)

surface

Even with the current analyzer-limited resolution, we demonstrate here
that the absence of space-charge allows for time-resolved photoemission ex-
periments that are both qualitatively and quantitatively different than what
is done with space-charge limited systems. Figure 6.3 shows two photoelec-
tron spectra near the Fermi edge of the Au (111) on a logarithmic scale, one
with and another without a parallel polarized 1.035 µm wavelength laser exci-
tation overlapped with 30 eV XUV beam in space and time. The spectra were
taken with 3 nA of sample current, or approximately 215 electrons/pulse.
The energy broadening due to space charge effects is less than 10 meV es-
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timated by Equ. (1.5). Consider first the black curve taken with the pump
laser off. For a 100 kHz system with our spot size (or even somewhat larger),
this sample current would result in broadening and shifting of the Fermi
edge on the eV scale instead of the < 10 meV effects here. Furthermore,
on a logarithmic scale, space charge effects can cause long high energy tails
in the photoemissio spectrum [44, 59, 56] that make it difficult to observe
small signals from weakly excited samples. Here, with excellent harmonic
isolation from our time-preserving monochromator and the absence of space
charge effects, a precipitous drop of four orders of magnitude is observed in
the EDC at the Fermi edge.

Figure 6.3: a) The photoelectron spectrum of the Au (111) Fermi edge taken
without (black) and with a 1.035 µm pump pulse (red) at a peak intensity
of 1.3×109 W/cm2. A LAPE sideband of the surface state peak at 24.8 eV
is observed at 26 eV. b) The magnitude of the sideband at a kinetic energy
of 26 eV as a function of pump probe time delay. The cross-correlation has
a FWHM of 181 fs.

Next consider the red curve taken with the pump laser on. Before
discussing the laser-induced features of the spectrum, consider first what
is not observed. The photoelectron spectrum is not shifted, broadened, or
distorted due to space charge produced by the laser excitation is as commonly

117



observed in pump probe experiments [57, 58, 59, 56]. This is because the
high data rate enables the experiment to be performed under the low pump
intensity of 1.3 × 109 W/cm2. We measured the sample current from the
pump excitation alone and found it to depend strongly on the region of
sample probed, as in [56], but always at least one order of magnitude less
than the XUV probe, or less than 22 electrons/pulse produced by the pump.

Figure 6.4: The cross-correlation trace taken with different IR intensity. (a)
0.4×109 W/cm2 (b) 0.8×109 W/cm2 (c) 1.0×109 W/cm2 (d) 1.2×109 W/cm2

(e) 1.6×109 W/cm2

The reflectivity of the gold sample is > 97% and the the laser-induced
features in the EDC are dominated by LAPE [56]. In Fig. 6.3a) a sideband
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of the surface state peak at 24.8 eV is observed 1.2 eV higher at 26 eV.
Figure 6.3b) shows a measurement of the sideband amplitude at 26.0 eV
kinetic energy as a function of the time delay between the IR pump and XUV
probe. The data were accumulated in 10 minutes. Within statistical error,
identical widths and time-zero positions are observed for cross correlations
taken at both higher and lower kinetic energies, further confirming the LAPE
mechanism, as hot electrons closer to the Fermi energy would show observable
lifetimes [256, 257].

A gaussian fit to the cross-correlation in Fig. 6.3b) gives a FWHM of
181 fs. The pump laser pulse duration at the sample position was not inde-
pendently measured for this experiment, but at the output of the laser the
pulse duration was measured to be 165±10 fs and optimal compression gives
155 fs [11]. Taking the lowest possible value of the laser pulse duration then
gives a conservative upper limit for the XUV pulse duration at the sample
of
√

(181 fs)2 − (155 fs)2 = 93 fs.
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Figure 6.5: The amplitude of the sideband at 26 eV as a function of pump
peak intensity. A fit to the data gives a slope of 1.34× 10−12 cm2/W.

Fig. 6.4 shows the cross-correlation trace at 26 eV kinetic energy for
different IR intensity. (a) 4×108 W/cm2 (b) 8×108 W/cm2 (c) 1.0×109

W/cm2 (d) 1.2×109 W/cm2 (e) 1.6×109 W/cm2. With the intensity on the
order of 108 W/cm2, We can still clearly observe the time resolved LAPE
signal. To our best knowledge, this is the smallest LAPE signal observed
on the surface. The IR intensity is at least two orders of magnitude lower
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compared to Ref. [56, 247]. In Ref. [56, 247], the LAPE on the solid surface
is observed with IR intensity on the order of 1011 W/cm2. The modulation
caused by such high intensity IR is strong enough to change the overall shape
of the photoemission spectrum. And the 2nd order sidebands also start to
play a role. Besides that, the intense pump pulses produces a large amount
of electrons which cause space charge effects. The pump induced electron
has a long tail extending into > 30 eV range. In our case, each of the cross-
correlation trace only takes 10 min to acquire the data, each data points has
an integration time of 6s. The count rate on the fermi edge is on the order
of 104. The sideband amplitude is thus on the order of 10−4. Such data rate
is impossible with the conventional low rep rate HHG source.

Fig. 6.5 shows the sideband amplitude versus its intensity in Fig. 6.4.
The sideband amplitude is observed to be linear in the laser intensity with
a slope of 1.34 ± 0.13 × 10−12 cm2/W. The theoretical sideband amplitude
can be evaluated by Equ. (6.2) and Equ. (6.3) with 1/e2 radii wx,laser = 150
µm, wy,laser = 150 µm, wx,XUV = 49 µm, wy,XUV = 85 µm, and FWHM pulse
durations Tlaser = 165 fs and TXUV = 93 fs. and the theoretical estimate
for the observed sideband amplitude is 〈A1〉 = 1.3× 10−12 × Ipeak [W/cm2],
which is in good agreement with our experiment. This result confirms that
LAPE theory discussed in section 6.1 works well in the low intensity regime.

After we took the data with 30 eV photon, we changed the photon energy
by rotating the grating of the monochromator and then continued to take
data without re-aligning any beam. Fig. 6.6 shows the cross correlation of
LAPE sideband taken with (a) 27.6 eV and (b) 25.2 eV. The IR intensity is
2.4×109 W/cm2. We observe the same cross-correlation width as 30 eV. The
signal rate is slightly different because different photon flux and pump inten-
sity but on the same order of magnitude. The fact that we can continue the
experiment without re-alignment indicates the alignment of the monochro-
mator is good, the XUV beam still has spatial overlap with the IR beam
after grating rotation. The tunable source is capable of switching photon
energy seamlessly.
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Figure 6.6: The cross correlation of LAPE sideband taken with (a) 27.6 eV
and (b) 25.2 eV without re-alignment. The IR intensity is 2.4×109 W/cm2.
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Chapter 7

Ultrafast electron dynamics of
a thin C60 film

7.1 Introduction

C60 derivatives have been used as electron acceptors since the invention of
organics solar cells. So far, there is not a kind of acceptor material can match
the performance of the C60 derivatives. Part of the reason is its unique
electron dynamic properties that promotes the charge separation rate by
an order of magnitude while they do not affect the charge recombination
rate [258]. Understanding the electron dynamics of C60 film is crucial for
improving its performance [259, 260].

Time resolve photoelectron spectroscopy is a powerful tool to study elec-
tron dynamics. The energy structure diagram of C60 molecule is shown in
Fig. 7.1 [15]. The energy levels are determined by calculations [261, 262]
and experiments [263, 264, 265, 266, 267, 268, 269, 270]. On the left side is
the molecular orbitals with their parities. Importantly, the dipole transition
can’t happen between the two states with the same parity. So the HOMO-
LUMO transition is forbidden in gas phase C60. However, in the solid, this
transition can happen due to the perturbation of the adjacent molecules.
Due to the forbidden nature of this transition, the life time of LUMO and
LUMO related excitons are long. The HOMO orbital is located 6.8 eV below
the vacuum level, which is beyond the photon energy of vis-UV sources. On
the right side is the exciton states. The shaded area on the right side means
high order excitons. The singlet exciton and triplet exciton associated with
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LUMO is labeled as 1E and 3E.

Figure 7.1: The energy level diagram of a C60 molecule. On the left side is
the molecular orbitals with their parities and on the right side is the exciton
states. The shaded area on the right side means high order excitons. This
image is taken from Ref. [15]

The 2PPE method has been used to investigate the electronic state of
C60. However, due to the limited photon energy of 2PPE experiments,
only the electronic states close to the vacuum level can be probed such as
LUMO+3 [271], LUMO+2 [272, 273, 274], LUMO+1 [272, 273, 275, 266,
274], and image potential states [276, 275, 266, 271, 274] The LUMO and
HOMO related states which play an important role during charge trans-
portation and charge separation can’t be probed in the 2PPE. The exper-
iments with XUV photon energy have been done with synchrotron light
source [265, 277], but the synchrotron pulse are inherently long. The time
resolution in the synchrotron experiment is limited to ∼100 ps.
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In order to faithfully study the electron dynamics, perturbative excitation
is mandatory. In Ref. [265], it is observed under high fluence pump of 530
nm, the life time of triplet exciton and singlet exciton associated with LUMO
orbital is drastically shortened due to the exciton-exciton interaction. In
order to suppress this kind of multi-body interaction, the pump fluence needs
to be less than 50 µJ/cm2. In Ref. [15], it is reported that at 50 µJ/cm2 of 400
nm pump fluence, half of the singlet exciton delay is due to exiton-exciton
interaction.

We demonstrate the time resolved photoemission spectroscopy on pertur-
batively excited sample by applying our high rep rate XUV photoemission
instrument to a C60 thin film on Au(111) substrate. The research is still in
progress. Here we show some preliminary data of this project.

7.2 Sample preparation

The Au(111) crystal substrate is mounted to the rod sample manipulator.
The crystal is sputtered with 2 kV Ar+ ion beam and then anealed at 770
K for a few cycles until the XPS don’t see any carbon residue on the surface
and a clear Au(111) LEED pattern is observed. The C60 molecule (99.9%
purity) is purchased from Sigma Aldrich. it was degassed at 250 ◦C for 50
hours prior to use.

The film is deposited in the surface science chamber in-situ with the home
made evaporator shown in section 5.5. The film growth rate is calibrated by
monitoring the XPS signal of carbon 1s peak (285 eV) and the Au 4f7/2 peak
(84 eV). The heating current of the evaporator is 16 A. The temperature
of the crucible is 308 ◦C. The temperature of the substrate is 573 K dur-
ing calibration. It is well known that at this substrate temperature, only
monolayer C60 can stay on the surface. The XPS signal v.s. dosing time is
show in Fig. 7.2. The film grows as the dosing time increases, carbon signal
increases linearly and the Au signal decreases linearly. When the monolayer
closes, Both XPS signal reach a plateau. At the growth condition mentioned
above, the growth rate is 8 min per ML. This growth rate is also used for
the subsequent multilayers growth.

To grow the C60 film, first the Au(111) substrate is held at the 573 K, dose
C60 for > 10 min. according to Ref. [278], at elevated substrate temperature
and a growth rate slower than 5 min/ML, the high quality 2
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Figure 7.2: C60 growth rate calibration. carbon 1s and Au 4f7/2 XPS signal
versus dosing time.

film can form. Ag (111) substrate has a similar behavior [273], but Cu(111)
forms 4 × 4 structure instead of 2

√
3×2
√

3R30◦ [279]. Fig. 7.3 (a) shows
the LEED pattern of our monolayer C60 film. We observe 6 fold symmetry
diffraction with 30◦ orientation relative to Au(111).

Then the substrate temperature is lowered to 373 K for multilayer film
growth if needed. No subsequent film anealing is needed. The chamber
pressure is on the order of 10−9 Torr during deposition. The LEED pattern
of a 12 ML C60 film is shown in Fig. 7.3 (b).

7.3 Static photoemission of a thin C60 film on

Au(111) surface

Fig. 7.4 shows the photoemission spectrum of 10 ML C60 film by 22.8 eV,
27.6 eV and 32.4 eV photon energy. The energy resolution of the hemi-
sphere energy analyzer is set to 120 meV. The sample is placed normal to
the hemisphere. The measurements are done at the room temperature. The
integration time of each data point is 1 s. Thanks to our high photon energy,
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Figure 7.3: (a) LEED pattern of a C60 monolayer film with 15 eV electron
energy. (b) LEED pattern of a 12 ML C60 film with 24 eV electron energy.

we can probe deep molecular orbitals such as HOMO, HOMO-1, HOMO-2
and deeper ones. A typical DUV light source can’t reach this deep binding
energy. The counts rate is on the order of 104. The data has 4 orders of mag-
nitude dynamic range even with only 1 s integration time. By comparing the
different photon energy, we can see the ratio of the HOMO and HOMO-1 vary
with photo energy. This implies the photoemission dipole matrix element is
photon energy dependent.

The photoemission spectrum of bare Au(111) surface and 1-5 ML C60 film
is shown in Fig. 7.5. The photon energy is 22.8 eV. The sample orientation
is normal to the hemisphere energy analyzer. There is a sharp Fermi edge on
the bare Au(111) substrate. The intensity of Fermi edge drastically decreases
with one ML C60 on the surface. For the monolayer C60 film, electrons
transfers from the metal substrate into the molecular orbital of C60 since
C60 is a good electron acceptor material. This causes a strong screening
effect. The photoemission spectrum of monolayer C60 film is a hydrid of
the subtrate and its molecular orbitals. For the film ≥ 3 ML, there are
no electrons from Au(111) discernible. The molecular orbitals of C60 are
observed. For the 5 ML C60 film, the photoemission spectrum doesn’t change
as the film gets thicker, the molecular orbitals are basically same as the bulk
material [272, 266].
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Figure 7.4: Photoemission spectrum of 10 ML C60 film by 22.8 eV, 27.6 eV
and 32.4 eV photon energy.

7.4 Time resolved photoemission of a thin

C60 film on Au(111) surface

In the pump probe experiment, 2.4 eV pulses generated by 2nd harmonic
generation are used as pump light. The 2.4 eV pump light directly excites
the HOMO-LUMO transition. The subsequent electron dynamics of LUMO,
singlet exciton 1E and HOMO are probed with 22.8 eV photon.The sample
is cooled by liquid nitrogen. A mechanical chopper is used to modulate the
pump light so the pump induced changes can be extracted by lock in detec-
tion. The pump fluence is 40 µJ/cm2. Assuming the absorption crosssection
is roughly 1×10−17 cm2 [280], the resulting excitation fraction is estimated to
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Figure 7.5: Photoemission spectrum of 1-5 ML C60 film and bare Au(111)
substrate by 22.8 eV photon.

be 2×10−3. The sample is cooled liquid nitrogen and initially its temperature
is 100 K without the pump light. With the pump light, sample temperature
during the experiment goes up to 250 K as discussed in section 7.5.

For the excited states including direct excitation (pump), LUMO and
singlet, we see a rise edge about 200 fs at zero time delay. Followed by that,
there is a plateau that the electron population doesn’t change in 5 ps. The
reason is the LUMO associated states has a long life time due to its forbidden
transition nature. From previous studies, the lifetime of LUMO is reported
as ∼ 100 ps and the singlet exciton is longer than 1 ns [265, 15]
For the HOMO orbital, we see a negative signal. Interestingly, even the ex-
citation fraction is on the order of 10−3, this bleach signal is on the order of
10−2, which is almost one order of magnitude stronger. More than that, the
recover time of the signal looks faster than the excited states, possibly on the
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Figure 7.6: Time resolved photoemission spectrum of C60 pumped by 2.4 eV.

order of 10 ps. So this bleach signal is not caused by the electron population
change on the HOMO level. A similar spectrum feature is reported by Ben-
jamin Stadtmller and coworkers from University of Kaiserslautern in their
recent publication [281]. They attribute this bleach signal to the collective
dielectric screening of the organic film to the excited molecules.

7.5 The current problems and future plan

As the TOF k-mic introduced in chapter. 8 is installed as the electron
detector, the TOF k-mic will be used in the future experiments. The prelim-
inary results of static photoemission of C60 10 ML film on Ag(111) are shown
in Fig. 7.7. The TOF k-mic can record high quality data as the hemisphere
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energy analyzer. The TOF k-mic is well suited for the C60 experiments.

Figure 7.7: Photoemission spectrum of a C60 thin film on Ag (111) measured
by TOF k-mic detector

• First, high energy resolution is not required for the C60 experiments.
To observe the molecular orbital of C60, 200 meV energy resolution is
enough. At 80 MHz, The TOF k-mic can easily satisfy the needs but
can’t do an order of magnitude better easily.

• Second, the high momentum resolution is required for the momentum
mapping. Because the lattice spacing of the C60 crystal film is about
4 times bigger than a typical metal substrate, its fist brillouin zone is
only about 0.3 Å−1. The high momentum space resolution and massive
momentum pixels fits this experiments very well.

• Third, with the Delay line detector, the experiment can be done pulse-
wise. This can be conveniently combined with pump light pulse picker
as mentioned below.
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• Fourth, the TOF k-mic measures all the energy at once, so the mea-
surement is not so sensitive to the photon flux drift This feature is
useful for the study of such broad energy features.

• Last, its capability of highly parallel detection can boost the data rate
by orders of magnitude.

We had several problems during the C60 experiments. These problems
need to be solved in the future experiments. The first one is the sample
heating problem. At 80 MHz, the average power of the pump is up to 2.5
watts. Because the gold substrate has substantial absorption at 2.4 eV, The
pump light causes a heat load on the substrate. This cause the sample tem-
perature goes up to 250K while cooled by liquid nitrogen simultaneously.
The high heat load of the substrate can also potentially cause sample dam-
aging. The sample heating problem has been solved by using Ag(111) as a
substrate. Different from gold, silver is highly reflective at 2.4 eV. With 2.5
watts pump light incident on Ag (111) surface, the temperature change is
less than 10 K. That’s acceptable.

The sample heating problem is also related to photo induced polymer-
ization problem. It is known that under visible light exposure at the room
temperature, the photo induced polymerization reaction can happen [265].
In order to prevent that, the sample need to be cooled below 180 K. The
hexapod sample manipulator with continuous flow cryostat will be installed
in the near future. The sample will be cooled to the temperature of liq-
uid nitrogen or liquid helium with the hexapod which is enough for the this
experiment.
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Chapter 8

Time of flight electron
momentum microscope

8.1 Introduction

We have updated our hemispherical energy analyzer to the electron momen-
tum microscope (k-mic) as electron detector.The underlying idea is of k-mic is
that similar to the photoemission electron microscope (PEEM), The recipro-
cal image forms in the backfocal plane of a cathode lens, which directly shows
the surface-projected band structure of the sample [282]. Detection of the re-
ciprocal image with optimized resolution is the essence of electron momentum
microscope as pioneered in J. Kirschners group at the MPI Halle [283, 284]
The original k-mic uses retarding field energy filter then switched to two
hemispherical energy analyzer in the orthogonal configuration to get the dis-
persion of electrons in energy.

Time of flight electron momentum microscope (TOF k-mic) shown in
Fig. 8.1 was developed at Johannes Gutenberg University Mainz by G. Schönhense,
in cooperation with J. Kirschner’s group at MPI Halle [285, 20, 16] The
TOF k-mic replace the hemispherical energy analyzers with an imaging ToF
section similar to that of the ToF-PEEM developed at the University of
Mainz [286, 287]; however, the lens system is optimized for best k-resolution.
Compared to the our previous hemispherical energy analyzer, The TOF k-
mic has significant advantages:

• Highly parallel 3D data collection. By using the TOF, 3D data in
kx, ky and Energy can be acquired simultaneously. In our previous
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Figure 8.1: A photo of electron optics of the k-mic column. The TOF spec-
trometer is not included in this photo.

hemispherical analyzer, I can only detect one point in in kx, ky and
energy space. This boosts the data rate in our experiment by orders of
magnitude.

• Full solid angle electron detection. Due to the cathode lens, all the
electrons over 2π solid angle are extracted into the detector. In the
hemispherical analyzer, only ± 4◦ can be collected. This greatly in-
creases the momentum range can probed in the experiments as shown
Equ. (1.3).

• Spatial resolution. The k-mic can also operate in real space imaging
mode with resolution comparable to PEEM. Moreover, by using the
field aperture, < µm level spatial resolution can be achieved in mo-
mentum space imaging mode.

• Electron energy filter and spin filters can be easily combined in this
configuration.
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8.2 Working principle

Figure 8.2: Cross section of the ToF k-mic with electron trajectories in mo-
mentum imaging mode. This image is taken from Ref. [16]

Fig. 8.2 shows the schematic cross section of the ToF k-mic with trajec-
tories for electrons in the momentum imaging mode [16]. The trajectories of
electrons from sample to the delay line detector (DLD) go through 4 stages:
the cathode lens, the first retarding stage, the second retarding stage, and
the third retarding stage with the TOF section.

The cathode lens is made of 3 parts, the sample, the extractor and the
Focus lens.The sample to extractor distance is typicaly 4-8 mm, the field
of view (FOV) of the cathode lens is typically 400 µm. The extractor is
typically running at the voltage of 4 - 20 kV. The extractor is followed by
a decelerating lens “Focus”, and then the first momentum image forms in
the backfocal plane (BFP) of the cathode lens at a voltage about 1200 V. A
contrast aperture is located at the backfocal plane.

The first retarding stage focuses the electrons to form the 1st Gaussian
image. The position of the spatial image is usually kept fixed, such that a
field aperture can be used to select sample area. It defines the source spot
on the sample surface in a wide range from a few 100 µm down to the region
of < 1 µm, independent of the focusing quality of the photon source and the
operation mode of the subsequent electron lenses. Both contrast aperture
and field aperture are motorized and selectable among of a grid of pinholes
with different sizes.
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Followed by that, The zoom optics in the second retarding stage and third
retarding stage serves the following functions:

• Forming the 2nd gaussian image in the end of 2nd retarding stage.

• Deceleration the electrons to the desired drift energy into the TOF
spectrometer.

• transformation between momentum image mode or real space image
mode.

• Variation of the magnification factor.

The length of the TOF tube is 0.9 m. Thanks to the high extraction
voltage and small filling factor in most lenses, there is essentially no corre-
lation between the transversal momentum and the kinetic energy. This is
a outstanding feature compared to the common TOF spectroscopy instru-
ment [288, 289, 290]. At the exit of the TOF tube, the delay line detector is
used to detect the electrons. The electron momentum map and the time of
flight can be recorded simultaneously. All the electron optics are driven by
high voltage supplies with mV resolution.

8.3 Application

TOF k-mic has been applied in high resolution ARPES experiments [291,
292, 293]. The energy resolution on the order of 10 meV and momentum
resolution on the order of 0.01 Å has been demonstrated. Due to its high data
rate, it’s particularly successful in spin-resolved ARPES experiments [16,
294, 295]. The other breakthrough is that it’s used to explore the connection
of bulk and surface states. With the high momentum resolution, the bulk
band structure can be probed with soft X-ray light source as well as the
surface [296].

However, like other PEEM instruments, space charge issue is a big limita-
tion factor of the performance of the k-mic [54] As mentioned in section 8.5,
due to the fact that large amount of electrons including all the secondary
electron are sucked into the k-mic and travel together, the space charge ef-
fects are even worse. High rep rate sources without space charge effects are
desirable. On the other hand, the synchrotron light sources typically have a
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rep rate of hundreds of megahertz, the time of flight interval is only a few
nanoseconds. That’s too short for time of flight spectrometer in most cases.
As shown in Ref. [293] and Ref. [9], The light source with tens of Mega-
hertz rep rate reach a good balance between the data rate and the energy
resolution, So our XUV source is well suited for the TOF k-mic detector.

The time resolved ARPES experiment is demanding on data rate. Our
high rep rate source without space charge effects boosts the data rate by
about two orders of magnitude, while the TOF k-mic can boost the data
rate by another two orders of magnitude. With the combination of our high
rep rate XUV source and TOF k-mic detector, the data rate can be boosted
by approximately 4 orders of magnitude. This unprecedentedly high data
rate enables enables time resolved ARPES experiments in the perturbatively
excited regime.

Besides its high data rate, high electron collection efficiency and large
momentum range, another important feature is that the experiment can be
done pulse-wise. In the TOF k-mic experiments, electron hit events are
sorted out pulse by pulse relative to the trigger signal, this pulse-wise manner
enables advanced experimental techniques, two examples are:

• One pump/multiple probe experiments scheme. Because the delay line
detector can access µs recording length, which is much bigger than
our rep rate ∼ 12 ns. In the pump probe experiment, it’s possible
that we can do one pump then multiple probe scheme. The sample is
excited once by the pump, then probed by multiple probe XUV pulses
separated by the rep rate. we get the fine time steps (< ns) by delay
stage, and the Delay line detector can record the longer time scales
(> 12 ns) directly in time domain. This technique can be particularly
useful when study the long living electronic states such as triplets.

• Advanced noise cancelling technique. For example, we can implement
pump pulses at the half rep rate of the probe pulses. Then the pump
probe signal has a modulation frequency of half rep rate of the probe
pulse which can be tens of Megahertz. Thanks to the storage nature of
the optical cavity, the CE-HHG source filters the noise whose frequency
is higher than the cavity linewidth. At the modulation frequency frep/2,
the noise is dominated by the shot noise of electron counting. High
quality signal with high signal to noise can be retrieved by lock-in
detection.
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8.4 Delay Line Detector

The electron detector of the TOF k-mic needs be able to detector (t, x, y)
3D data [287]. The DLD we use has an active area of 40 mm diameter and a
spatial resolution of 80 µm, resolving 200,000 image points. The maximum
count rate is about 4 Mcps.

8.4.1 Trigger signal

The time resolution of the DLD is critical for the energy resolution in the
measurements. In order to achieve the time resolution of specs of the DLD,
the time jittering of trigger signal should be small enough so it doesn’t con-
tribute. At the same time, the DLD only takes trigger signal up to 8 MHz,
much lower than our rep rate ∼ 80 MHz. The electric signal derived from the
optical signal needs to be divided down. The Fig. 8.3 shows how the trigger
signal is generated.

Figure 8.3: Schematic for DLD trigger signal generation.

We capture a stray beam in the Yb fiber oscillator, and couple the light
into a single mode fiber. The oscillator has extraordinary noise performance,
and the signal derived from the oscillator should be quiet. The fiber delivers
the light to the photodiode located next to the DLD time to digital converter
(TDC). Transportation of the optical signal instead of electric signal preserves
the pulse duration because optical dispersion of the fiber is less than the RF
dispersion of the cable. A fast photodiode (EOT 3000) with rise time < 175
ps is is used to convert light into electric signal. Then the signal is amplified
by a 20 GHz RF amplifier so it’s amplitude is big enought to trigger the SRS
DG 645 pulse generator. The SRS DG 645 is basically a quiet phase locked
loop, divide the rep rate down and can be used to adjust the delay of the
trigger. Then the output of SRS DG645 is fed into the DLD.
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Figure 8.4: Measurement of time resolution of DLD by XUV scattering.

We measure the time resolution of the DLD by using the scattering of
the XUV pulses. Because XUV pulse is only 100 fs, the reponse time of the
DLD should be its time resolution. To distinguish the signal due to photons,
We shut down all the electron optics except the DLD. By doing that, the
dominant counts comes from the XUV scattering off the sample, the counts
rate was a few thousand. As shown in Fig. 8.4, the measured time resolution
is 220 ps, which is close to the specs 207 ps.

8.5 Space charge effects in electron momen-

tum microscope

Even with 80 MHz rep rate, it is possible to observe space charge effects
in our setup under extreme conditions. The extractor field of the cathode
lens effectively collects all slow electrons and forms a charge cloud with high
density travelling along the optical axis behind the fast primary electrons.
The large number of slow secondary electrons gives rise to a net acceleration
to the primary photoelectrons. Just using the field aperture can’t get rid of
them, because they focus differently due to chromatic aberration. It has been
observed that at hν = 1000 eV with photon-flux densities between 102 and
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104 photons per pulse per µm2, space-charge induced energy shifts can be up
to 10 eV. In order to correct the essential part of the energy shift and restore
the electron distributions close to the Fermi energy, a semi-analytical theory
for the space-charge effects in k-mic has been developed by G. schöhense [54].

The space-charge problem can be even more severe in time resolved
ARPES experiments. The pump laser can release a large amount of slow
electrons due to multiphoton photoemission or optical field emission. The
amount of electrons can be much more than electrons ejected by the XUV
pulse. In the case of a C60 thin film on Ag(111) surface, we have measured
more than a micro Ampere sample current at the pump fluence on the order
of 100 µJ/cm2 compared to the nA level sample current induced by XUV.
More than that, the charge density caused by intense pump lasers can be
strongly inhomogeneous. For example, the small spots of the contaminants
and defects on the surfaces may emit one order of magnitude more electrons
than the uniform sample area. Such hot spots can cause spatially inhomoge-
neous space-charge shifts and deformation of the electron momentum map.

Figure 8.5: Space charge induced energy shifts in photoemission study of a
C60 thin film.

We have experimentally observed the energy shifts induced by space
charge effects in the pump probe experiment as shown in Fig. 8.5. The
experiment is 515 nm pumped C60 thin film on Ag(111) sample. The high
pass filter discussed in section. 8.7 is used and the energy resolution of this
measurement is about 0.2 eV. With probe only, the sample current is 0.2

139



nA as the last curve in the figure. As the pump fluence increases, the pump
induced sample current is much bigger than the probe, and a energy shift is
observed at the sample current > 35 nA which is about 2700 electrons per
pulse. At 126 nA sample current (104 electrons per pulse), the energy shift
of the curve is about 0.25 eV. This gives us a rough estimation that in order
to keep the the energy shift less than 20 meV, the sample current needs to
be less than 10 nA.

8.6 Field Aperture

The field aperture is located in the 1st gaussian image plane. We have
the 9 field apertures with different sizes from a few micrometers to a few
millimeters. Since the typical magnification of the cathode lens and 1st
retarding stage is about 8. The field aperture allows us to select regions on
the sample from less than a micrometer to a few hundred micrometers. The
field aperture is very useful feature for our experiments, due to following
reasons:

• It defines the spatial region of interest no matter what mode is the
down stream optics are running in. This feature allows for less than
micrometer spatial resolution in the momentum imaging mode and is
useful for ARPES studies on small crystal domains.

• It can enhance the momentum space resolution. By using a smaller
field aperture, we effectively get a smaller XUV beam size, that helps
improve the momentum resolution.

• It blocks the stray electrons. Due to the high extraction voltage, there
can be a significant amount of stray electrons sucked into the k-mic
such as field emission electron. The field emission electron may come
outside of the field of view and may not form a image at the field
aperture plane. so having a moderate sized field aperture can block
most of the stray electron without affecting the signal too much.

• In pump probe experiment, it relieve the requirement of the beam spot
quality. Since the region of interest is defined by the field aperture, it
relieve the requirements such as pump beam shape and pump probe
overlapping.
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8.7 High pass filter

An electron high pass filter allows electrons with kinetic energy higher than
the threshold go through but blocks the lower kinetic energy electrons. Such
a potential energy bump can be realized by having the sample at a positive
voltage, Then put a element with the voltage lower than the sample later in
the path of electrons, so only the electrons with kinetic energy bigger than the
voltage difference can pass. In this process, at the high pass filter, electrons
are decelerated to near zero kinetic energy and after filtering, electrons may
be accelerated back.

Electron high pass filter is a critical for time resolved ARPES experiments.
First, the DLD has a maximum count rate of about 4 Mcps. Potential damage
can occur above this count rate. Due to the high collection efficiency, all
the electrons enter the k-mic, but most of them are the low energy electrons.
Usually, only electrons near the Fermi edge matters in the experiments, which
is only a small fraction of the total electrons. With large amount of useless
electrons hitting the DLD, the data rate is severely limited by the maximum
count rate of the DLD and the big background can degrade the signal to noise
ratio of the data. For the same reason, only tiny bit of the XUV photon flux
can be used in the experiments, the efficiency is low. For example, assuming
10% quantum efficiency, 4 Mcps means only 4×107 photons/s hit the sample.
Compared to our photon flux on the order of 1011 photons/s, most of the
photons are wasted. In the pump probe experiments, the pump pulse can
generate large amount of low energy electrons, the DLD may be saturated
by the electrons induced pump.

Second, at our high rep rate as 80 MHz, there is only about 12 ns time
window for time of flight. As discussed in section 8.8, XUV photons produce
electrons over an energy range of tens of eV, in order to achieve moderate
energy resution like 100 meV, we need narrow the energy span down to about
5 eV. High pass filter is critical for the energy resolution of the detector.

The original high pass filter design is to use the zoom lens element at
the end of the 2nd electron retarding stage, where the 2nd gaussian image
is formed.However, as shown in Fig 8.6, this has a problem. (a) in Fig 8.6
shows that TOF spectrum without high pass filter. The part in the red box
is supposed to go through the go pass fiter used in (b). But, because the
length of this high pass filter element is long and electron travel through it
with near zero kinetic energy, The electron pulse is significantly stretched in
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time during propagation with low velocity. Due to our high rep rate, our
TOF window is narrow. The desirable TOF spectrum shown in the red box
is stretched much longer than the interval between the adjacent pulses. The
adjacent electron pulses start to overlap with each other as shown in (b). This
measurement is done with TOF drift energy as high as 400 V, so electron
doesn’t get much dispersion due to the TOF tube. Most of the dispersion in
time of flight comes from the high pass filter element. The overlapping part
of the TOF spectrum makes a big background. In pump probe experiments,
the excitation signal can be buried in the massive background and hard to
retrieve. And the shape of the TOF spectrum is significantly distorted.

Figure 8.6: The problem of the original high pass filter design.(a) The TOF
spectrum of a C60 thin film without the high pass filter. The part within
the red box is supposed to preserved by the high pass filter used in (b). (b)
the high pass filter results.

To solve this problem, we developed a new high pass filter. The underlying
idea is that just like a femtosecond laser beam propagates through a media,
the pulse duration can be stretched by the material dispersion. But if the
propagation distance is very short, then the pulse duration can be preserved.
So if the length of the electron high pass filter is short and it is close to the
electron detector, then the pulse stretching effect and the defocusing effect
cause by the high pass filter is minimal. Based on this idea, we try to use
MCP Front voltage as the high pass filter. The MCP is the front end of
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the DLD detector. It is located close to the exit the TOF tube. Electrons
coming through the TOF tube are decelerated and filtered. Because it is
the end of the electron trajectory, no propagation happens after MCP, so it
doesn’t stretch the electron pulse too much. Due to the strong deceleration,
it provides extra magnification and affects the imaging, but these problems
can be easily compensated by the upstream optics in the 2nd retarding stage
and 3rd retarding stage.

Figure 8.7: The photoemission spectrum of a C60 thin film with different
MCP Front voltages.

Fig. 8.7 shows the TOF spectrum of a thin C60 film on Ag(111) surface.
The photon energy is 25.2 eV. The sample voltage is set to 20 V. We can
see the TOF spectrum is cut off at lower binding energy as the MCP front
voltage decrease. The high pass filter causes a hard cutting edge of about
1 eV wide. The secondary tails are removed, and the high energy part is
unaffected. The TOF spectrum is still stretched a little bit, that’s why for
the voltage between 10 V and 20 V, the TOF spectrum curves still wrap a
little bit. In the case that MCP front < 10 V, the high pass filter narrows
the energy span effectively, then the wrapping is not observed anymore.

In the pump probe experiment, the pump pulses can produce large amount
of low energy electrons. That put a demanding requirement on the extinc-
tion ratio of the high pass filter, meaning the fraction of electrons can break
through the high pass filter. For example, if the pump produces 10 nA sam-
ple current, that’s about 1010 per second, assuming in order to retrieve the
pump induced excitation faithfully, no more than 1×103 electrons breaking
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through the high pass filter can be tolerated. The required extinction ratio
is better than 10−7. Fig. 8.8 shows the extinction ratio as the MCP Front
voltage is tuned down. The low energy electrons are generated by intense
515 nm femtosecond pulses from a C60 thin film on Ag(111) surface. The
sample voltage is set to 20 V. The electron break through the high pass filter
roughly drops one order of magnitude per volt. We typically run the MCP
at less than 5 V which creates a potential bump > 15 V and sample current
is less than 10 nA, So extinction ratio of this high pass filter design is good
enough for the pump probe experiment.

Figure 8.8: Measurement of the extinction ratio of the MCP front high pass
filter versus the MCP front voltage.

The other concerns about this high pass filter design is that since we run
the MCP front at such a low voltage, electrons are decelerated to only a few
eV when hit the MCP. While it is a common believe that to fully use its
gain, MCP usually needs 100 eV or higher impinging energy [297]. Running
the MCP front at such a low voltage could drop the detection efficiency. We
measured the MCP relative efficiency v.s. the MCP front voltage. The result
is shown in Fig. 8.9. The measurement is done by imaging the 2PPE elec-
trons induced by pump light. Those electron typically have near zero kinetic
energy. The sample is grounded, so the MCP front doesn’t act as high pass
filter. The MCP front voltage is then roughly the kinetic energy impinging
on the MCP. The efficiency of the MCP peaks at 200 V. And the efficiency
of the MCP drops by a factor of 3 or so at low kinetic energies. It certainly
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reduces the data of the experiments, but the loss is still acceptable. And
fortunately, the efficiency near zero is fairly flat. The TOF spectrum taken
this way is not severely shaped by the detection efficiency. This problem can
be potentially fixed by using grids as a high pass filter in front of MCP [283].
The concern about using a grid is the microlens action of the grid meshes
that sets a principal limit to the achievable energy and angle resolution [298]
and the projection of the mesh pattern to the DLD.

Figure 8.9: MCP efficiency vs MCP front voltage

The other idea of high pass filter is to use the momentum filter. The
idea of this kind high pass filter is that the low energy electrons must have
small momentum range. The momentum of the electrons can be estimated by
kmax‖ ≈ 0.5Å−1

√
KE(ev). On the back focal plane, where the 1st momentum

space images forms, we can block the electrons with near zero momentum
and let the electrons with high momentum pass. This kind of high pass filter
has the advantages that it doesn’t need to change any voltage of the lenses,
so it doesn’t affect the electron imaging performance or stretch the electron
pulse in time. Ideally, this can be realized by having a contrast aperture
with a little blocker in the center. In our case, we start with by the contrast
aperture holder plate. We move in the contrast aperture holder far enough
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so the edge of the holder pass the center part of momentum image. This
needs to the momentum image by more than half in order to cut the near
zero momentum electrons. it cuts the data rate by more than a factor of two,
but the loss is usually acceptable.

Figure 8.10

Fig. 8.10 shows the example of using the momentum filter as a high pass
filter. The photon energy is 20.8 eV. The sample is HOPG. The TOF spec-
trum and the momentum space image is shown in (a) and (b). The TOF
spectrum in (a) doesn’t fit in the time of flight window. it wraps around and
makes a background doesn’t go to zero. Fig (b) looks like a blob in the k
space because most electron hitting the detector is secondary electron, due to
the chromatic aberration, these low energy electron are not focused well at all
when the zoom lenses are set up to image the electrons near the Fermi edge.
With the contrast aperture holder, the TOF spectrum and the momentum
space image is shown in (c) and (d). The momentum filter effective cut the
low energy electrons and the secondary electron tail in the TOF spectrum is
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chopped off, so TOF spectrum is not wrapped any more. A clean TOF spec-
trum is observed. The majority of electrons hitting on the detector are still
low energy electrons, so the integrated momentum space image doesn’t show
a sharp cutting edge. But now the high energy electron are not overlapping
with low energy electrons in time. The momentum image at certain time of
flight can be retrieved. The momentum filter can be easily combined with
the potential bump filter mentioned before, the combination can effectively
improve the extinction ratio of the pump produced electrons thus helps re-
duced the background counts induced by pump pulses. This is critical for
improving the signal to noise ratio in the pump/probe experiments.

8.8 Energy resolution

The energy resolution is a critical aspect in many ARPES experiments. In
the time of flight experiments, the electrons with different kinetic energy are
dispersed in time. The energy resolution of TOF spectrometer is mainly up
to two factors, the total time span and the time resolution. Mathematically,
the electron flight time τ going over a TOF tube of length L with drift energy
Ed is given by Equ. (8.1)

τ = L

√
me

2Ed
(8.1)

where me is the mass of electron. and the energy resolution ∆E is given
by Equ (8.2)

∆E = 2
1

L

√
2E3

d

me

∆τ (8.2)

where ∆τ is the time resolution of the delay line detector. From this equation,
we can see the drift energy strongly affects the energy resolution. The lowest
drift energy we can possibly use is determined by filling the time interval
between two pulses with the desired TOF spectrum. The energy relution
can be understood in a easier way. At 83 MHz, the time interval is about
12 ns. Our time resolution is about 220 ps. The TOF spectrum can be
understood as a histogram, and the bin width is the time resolution of DLD.
Total number of bins is about 12 ns/220 ps=55. And the energy resolution
is the overall energy span divided by the bin number. For example, with 25
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eV photon energy, the electron energy span is about 20 eV, then the best
energy resolution is 20 eV/55=360 meV. This energy resolution is achieved
by adjust the drift energy so the TOF spectrum fills the entire time interval
of 12 ns.

In order to achieve a moderate energy resolution such as 100 meV at
88 MHz rep rate, we need be able to narrow the total energy span in the
experiments. This can be done with high pass filter mentioned before.

Besides cut the energy span with high pass filter, the other way to improve
the energy resolution is to make the time interval longer. The can be possibly
done in two ways. One is to drop the rep rate of the XUV source. It has been
demonstrated that a 18.4 MHz cavity enhanced high harmonic generation
can be used in photoemission measurements [299]. The other way is to pick
the electron pulses instead of the light source by using high speed electron
deflector built in the TOF k-mic [300]. The method is more flexible and the
rep rate can be adjusted easily as needed.

8.9 Real space imaging

The TOF k-mic can operate in the real space imaging mode just like PEEM.
The spatial resolved photoemission spectroscopy can be implemented in this
mode. This is potentially useful for study of small area samples. For example,
a single domain crystal with µm size. In our experiments, real space imaging
is also useful for k-mic setup and diagnostic purpose. Imaging spatial feature
of the sample and field aperture grid allows us to easily check whether the
cathode lens and the downstream optics are correctly set up. To do ARPES
experiment, we also usually start with real space imaging, then derive the
k-space setting from real space. It is also useful for locating the XUV spot
and measuring XUV spot size. In the pump probe experiments, it is a very
convinient way to check pump/probe overlap. The field of view is typically
less than half a milimeter and the magnification can be as big as 200, giving
a nominal resolution of 80 µm/400=400 nm.

Due to work function contrast, photon energy for near threshold exci-
tation, for example 6 eV lamp, is good for high imaging contrast. we have
found that the 2PPE of 2.4 eV femtosecond pulses which is used as the pump
laser for our current pump probe experiments, also provides similar imaging
contrast. Compared to the lamp, such a laser beam can be easily delivered
to the sample and its power can be easily controlled by the optics, it is con-
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venient to use. In our experiments, We routinely use the pump beam for
diagonal purpose.

A chess board sample is used to test the real space imaging as shown in
Fig. 8.11 (a). The measurement is done with 2PPE of the green femtosecond
pulse as the light source. The images has a field of view of 160 µm. The

Figure 8.11: (a) Chess board pattern imaged by the TOF k-mic in real space
imaging mode. (b) Line out of the red line in (a).

magnification is about 200. Fig. 8.11. The smallest square array on the
image is 3µm × 3µm. we can clearly resolved the square array but with
significant blurring. (b) shows the line out of the red line in (a). The fitting
gives a FWHM of 2.6 µm. A real space imaging resolution of 300 nm has
been reported [243]. The reason for the blurring is probably that the sample
is tilted and our current sample manipulator can’t fully correct the sample
tilt and sample vibration especially in the vertical direction. As will be
mentioned in section 8.11, the hexapod sample manipulator can easily solve
the sample tilt problem.

8.10 Momentum space imaging

Momentum space imaging mode is mainly used for ARPES experiments. As
mentioned before, it works by imaging the reciprocal image formed at back
focal plane to the delay line detector. The momentum resolution of 0.01 Å−1

has been reported [16]. Thank to the time of flight configuration, kx and ky
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2D momentum map can be recorded with high data rate. However, due to
the chromatic aberration, usually less than 5 eV energy span can be imaged
with acceptable resolution.

Figure 8.12: (a) Fermi surface of Au (111) over a full brillouin zone. (b)
Fermi surface of the shockley surface state zoomed in.

We demonstrate the momentum space imaging of TOF k-mic by ARPES
of Au(111) Fermi surface. The experiment is done with 18 eV photon en-
ergy. High pass filter is set up so the energy span is 0.73 eV. This narrow
energy span can in principle give us the energy resolution of < 15 meV. The
measurements are done in room temperature so the actual energy resolution
is larger. The integration time of the data is 300 s. Fig. 8.12 (a) shows the
Au (111) Fermi surface. The data is integrated over a energy range of 67
meV. We can see the high quality ARPES data with momentum range cov-
ering the brillouin zone. The circle in the center is the well know Shockley
surface state. Then we zoom in the Shockley surface state by changing the
magnification of second retarding stage. The result is shown in Fig. 8.12 (b).
Fig. 8.12 (b) is binned over 38 meV energy range. More than 104 momen-
tum pixels are included in this image. The FWHM of the ring is 0.04 Å−1.
Because the measurement is done in the room temperature, the momentum
resolution is limited by our energy resolution.

Fig. 8.13 shows the ARPES measurement of the gold band structure. The
measurement is done with 10.8 eV photon energy in the room temperature.
No high pass filter is used. The dispersion relation of the schockley surface
state and the d-band can be clearly seen.
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Figure 8.13: The band structure of Au (111) surface measured by 10.8 eV
photon energy.

8.11 In progress

In the near future, we will install a hexapod sample manipulator. As the
sample is part of the cathode lens, the mechanical alignment with respect to
the electron optical axis is critical for the performance of the electron optical
system. Our current rod style sample manipulator doesn’t have the degree
of freedom to correct the sample tilt in the vertical direction. Moreover,
because a long dewar is built in the rod, the temperature change of the
dewar due to liquid nitrogen evaporation can cause enough sample position
change and affect the ARPES measurements. The sample vibration due to
the long rod is a concern as well. Soon, we will adopt a hexapod manipulator
shown in Fig. 8.14. It provides alignment in six degrees of freedom, which is
enough to correct any sample misalignment. A commercial helium continuous
flow cryostat was connected directly with the sample mount and is moved
together with the sample. Sample can be cool without worrying about the
misalignment caused by the thermal effects.
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Figure 8.14: A photo of the hexapod sample manipulator.
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Chapter 9

Towards spatial-, time- and
angle- resolved photoemission

9.1 Introduction

ARPES and tr-ARPES are powerful tools to investigate the band structure
of the materials. Important characteristics of materials can be measured
such as electron effective mass, Fermi velocity, the energy band structure,
doping, and many-body effects. In ARPES experiments, a typical beam
spot size in the synchrotron light source is about a few hundred micrometers.
The measurement result is an average of the material over the beam spot.
The typical sample used for ARPES is a single crystal. However, for many
interesting materials, growth of a few hundred micrometer single crystal is
hard [41]. The measurements averaging over large areas of inhomogeneous
samples can blur and even completely miss the desired feature. In such cases,
the capability of spatially resolving the sample is required in the ARPES
experiment on the inhomogeneous sample.

As mentioned in section 1.2.1, for the spatial resolved ARPES imple-
mented with PEEM and field aperture, the data rate scales inversely with
the beam spot area. In other words, the data rate C in spatial resolved
ARPES scales with the sample current density instead of sample current.

C ∼ Isample
D2

(9.1)

where D is the beam spot diameter. Then as mentioned in section 1.3,
the sample current Isample scales with the rep rate frep and the beam spot
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diameter D due to space charge effects

Isample ∼ frepD (9.2)

Then the net result is the data rate C scales with rep rate and inversely with
beam spot diameter.

C ∼ frep
D

(9.3)

For the space charge limited low rep rate ARPES experiments, the beam spot
has to be big in order to allievate the space charge effects. However, the big
spot size as well as the low rep rate reduced the data rate in spatial resolved
ARPES. Thanks to the high rep rate of our XUV source, we are not space
charge limited. The beam spot size is only limited by the aberration of the
XUV optics. We not only produce sample current orders of magnitude higher
but also use a smaller beam spot size, leading to additional improvement in
the current density. Plus the highly parallel detection capability of TOF
k-mic boosts our data rate further. The unprecedentedly high data rate us
to afford the data rate loss due caused by field aperture.

Two-dimensional (2D) materials [301] including graphene, transition metal
dichalcogenides (TMDCs) and 2D heterostructures are important class of ma-
terials due to their potential application for future electronic, photonic and
spintronic devices [302]. The common features of this group of materials are
their extremely small thickness, typically a few atomic layers, with strong
in-plane bonds and weak interlayer bonds. Their properties are versatile,
covering the complete range of electrical proprieties from superconducting to
insulating.

The preparation methods of 2D material include Chemical Vapor Depo-
sition (CVD), Physical Vapor Deposition (PVD) , and mechanical exfolia-
tion [303]. The latter is widely used in the lab environment, because it is
simple, easy, and prepared 2D materials are of high quality. It can be applied
to most 2D materials because it is possible as long as small bulk pieces of
a material are produced. Importantly, it is the main technique to form 2D
heterostructures. But it is difficult to thin down the material to a single layer
homogenously. The single domain of the exfoliated flakes typically have the
dimensions of a few micrometers.

Highly ordered pyrolytic graphite (HOPG) is used in our first demonstra-
tion experiments. The diameters of the individual crystallites in HOPG are
typically in the range from 1 to 10 µm. We are working towards the spatial-,
time- and angle- resolved photoemission spectroscopy on HOPG sample.
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9.2 ARPES on the single domain of HOPG

The sample is ZYA grade HOPG purchased from Momentive Performance.
The size of the sample is 12 mm × 12 mm. The sample is mounted to a
standard Omicron sample plate. Then it is cleaved in the air by the scotch
tape method. The sample is held by a rod style manipulator as mentioned
in chapter 8. It is outgassed at the temperature of 900 K for an hour. The
experiments are done at room temperature. The chamber pressure is below
3×10−9 Torr during the experiments. 25.2 eV XUV pulses are used for the
measurements. The momentum range of the 25.2 eV photon can probe is >
2.2 Å−1. That’s enough to cover the whole brillouin zone of the graphite. The
extractor voltage of the k-mic is set to 5 kV, lower than 8 kV we typically use.
The reason is the field emission problem when using this sample with k-mic.
The high extractor voltage causes less aberration to the image. However,
compared to the gold or silver, HOPG has a much stronger field emission.
The extractor power supply already has a current load about 50 µA when
running at 5 kV compared to tens of nA in the normal condition. The
electrons hitting the DLD due to field emission is on the order of 104 counts
per second. The power dissipation in the vacuum and the background counts
start to be the problem. So we used 5kV for the extractor voltage. The zoom
optics is adjusted so the maximum magnification of the momentum space is
achieved without of electron clipping on the DLD. The MCP front is used as
the high pass filter. The sample voltage is held at 20 V. MCP front voltage is
set to 3 V. This setting gives a energy span of 11 eV. The energy resolution
estimated by the time pixel binning is about 0.2 eV.

In order to conduct the ARPES on a single domain of HOPG, a field
aperture is used to crop a 5 µm diameter area on the sample. The Fermi
surface of the HOPG sample with and without the field aperture is shown
in Fig. 9.1. In Fig. 9.1 (a), no field aperture is used, with the XUV spot
size of about 100 µm, about 3 domains are observed. The count rate of
the measurement is about 3 Mcps, which is basically close the upper limit
of the DLD. We still have to attenuate our light source to prevent detector
saturation. The integration time is one minute. In Fig. 9.1 (b), the field
aperture is used to select 5 µm area on the sample, this drops the count rate
by three orders of magnitude. The data rate in this case is limited by the
photon flux. The count rate of the measurement is on the order of 104 cps.
However, the field aperture also get rid of most field emission electrons, so
this measurement has a cleaner background. The data has a integration time
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Figure 9.1: Fermi surface of HOPG sample (a) without any field aperture
and (b) 5 µm sample area is selected by a field aperture.

of 20 min. Instead of multiple domains, 6 Dirac points with six fold symmetry
are clearly seen. With the field aperture, we can select small enough sample
area so the single domain ARPES is performed.

Fig. 9.2 shows the momentum map v.s. the binding energy of a single
domain HOPG. Since the energy resolution is 0.2 eV in this measurement,
we step up the binding energy in 0.2 eV step. We can see that the cross
section of the Dirac cone grows bigger as the energy cuts deeper on the Dirac
cone.

9.3 Time- and angle- resolve photoemission

on HOPG

First we start with tr-ARPES without sample area selection. So the results is
on multiple sample domains. This gives us faster data acquisition speed. In
the pump/probe experiments, P-polarized 515 nm pulses generated by SHG
as mentioned in section 2.4 are used as pump light. The pump beam has a
spot size of 130 µm by 55 µm on the sample. Part of the reason for such a
long beam is that the incident angle of the pulse light at sample is 45◦. The
2.4 eV pump photon energy excites the electrons 1.2 eV below the Fermi level
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Figure 9.2: The momentum map of a single domain HOPG v.s. the binding
energy (a) 0.2 eV (b) 0.4 eV (c) 0.6 eV (d) 0.8 eV (e) 1.0 eV (f) 1.2 eV.

to 1.2 eV above the Fermi level by the direct transition. The same setting
as the previous section is used. The pump fluence in the measurements is
about 200 µJ/cm2.

The EDC with and without the pump light at zero time delay is shown in
Fig. 9.3 (a). The signal is integrated over the whole momentum range. The
electron counts are normalized to the maximum of the curves. The count rate
is about 3 Mcps. The integration time of each curve is 1 minute. Fig. 9.3
(b) shows the difference of pump on and pump off in (a). The blue curve
means positive difference and the black curve means negative difference. The
excitation spans from the Fermi edge up to 1.2 eV above the Fermi edge,
which is maximum that the pump light can reach. The higher energy part
goes to zero within the error bar. The amplitude of the signal falls off as
the energy increases, because the lifetime of the excitation gets shorter as
the energy increases. We can see the change on the order of 10−4 with one
minute integration time.

Fig 9.4 shows the momentum map of the Fermi surface at zero time
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Figure 9.3: (a) EDC of HOPG sample with and without the pump light at
zero time delay. (b) difference of the 2 curves in (a). The errorbar indicates
the shot noise of electrons.

delay. The momentum map is the difference of pump on and pump off
without any normalization. Due to the multiple domains are included in
the region of interest, the multiple Dirac points show up. However, there
are some background due to field emission smearing over the image and the
subtraction of pump on/off doesn’t completely get rid of it. Then we scan
the the binding energy, the results are shown in Fig 9.5 (a) 0 eV relative to
Fermi energy (b) -0.2 eV (c) -0.4 eV (d) -0.6 eV (e) -0.8 eV (f) -1.0 eV (g) -1.2
eV (h) -1.4 eV. In order to see the feature clearly, we crop the momentum
range within the red circle on Fig 9.4 and The actual magnification of the
k-mic setting is the same. As the energy goes up, the displacement of the
excited population from the Dirac point gets bigger, as expected for a Dirac
cone. At the binding energy of -1.4 eV, the pump induced features are gone
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because the pump photon doesn’t reach. Even it is a small part of the whole
momentum range measured in the experiments, each image still has > 200
momentum pixels in this small momentum range. Thanks to our high data
rate, the features are clearly resolved with just one minite integration time.

Figure 9.4: The Fermi surface of the HOPG sample with 200 µJ/cm2 2.4 eV
pump pulses. The integration time is 1 min. The momentum map is the
difference of pump on and pump off without any normalization.
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Figure 9.5: The momentum map zoomed in at the red circle in Fig. 9.4 with
binding energy (a) 0 eV (b) -0.2 eV (c) -0.4 eV (d) -0.6 eV (e) -0.8 eV (f) -1.0
eV (g) -1.2 eV (h) -1.4 eV. The momentum map is the difference of pump on
and pump off without any normalization.
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Chapter 10

Conclusion and outlook

By using the combination of 80 MHz rep rate CE-HHG XUV source and
TOF k-mic, we demonstrate an increase of the data rate in tr-ARPES ex-
periments by approximately four orders of magnitude. The high rep rate
enables experiments to be done with approximately 2 orders of magnitude
higher sample current than conventional setups, as detailed in the introduc-
tion chapter and Ref. [9]. and the TOF k-mic with high electron collection
efficiency and highly parallel detection capability gives another two orders of
magnitude boost according to the analysis of Ref. [20].

With a hemispherical energy analyzer, we benchmarked the performance
of the instrument with LAPE study on Au(111) surface and we discovered the
new electron dynamics of the HOMO orbital of the C60 film on Au(111). With
the TOF k-mic, we have applied the instrument to the study the unoccupied
states of HOPG sample, we are working towards the spatial-, time- and angle-
resolved photoemission experiments on a single domain of HOPG.

In this chapter, I will talk about some experiments planned for the setup,
the upgrades of the instrument for further improvement of its performance
in the near future and the outlook for the future development of the ARPES
techonology.
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10.1 The plan for future experiments

10.1.1 Singlet fission of a pentacene film

Singlet fission [304] is a process where a high energy singlet exciton of the
organic photovoltac, resultant from the absorption of a photon, is efficiently
converted into two triplet excitons through a spin allowed process. Since
it doubles the number of charge carriers, it has been proposed that singlet
fission in organic photovoltaic devices could improve the photoconversion
efficiencies [304, 305]

The singlet fission happens through a coupled triplet pair intermediate
states which maintains electronic coherence between the two constituent
triplets [306]. Extensive research has been done to study the nature of cou-
pled triplet pair states in singlet fission process, as reviewed in Ref. [307], but
it’s still not clear yet. 2PPE studies [260, 308, 309, 310, 311] and quatum
simulation [308, 310] shows that the binding energy of the coupled triplet
states are very close to the separated triplet states. So it is hard to dis-
tinguish them simply by binding energy. It has been reported by Michael
Ramsey and coworkers that for the planar organic molecules like pentacene,
the electron momentum map can be directly interpreted as the Fourier trans-
form of the molecular orbitals [26]. In tr-ARPES experiments, we propose
to directly image the evolution of molecular orbitals of the excited electrons,
particularly, the coherence decay of the coupled triplet states. The wave-
function of the coupled triplet pair, Ψ, is the combination of the uncoupled
states Ψ1 and Ψ2 as shown in Equ. (10.1).

|Ψ >=
1√
2

(
|Ψ1 > +eiφ(t)|Ψ2 >

)
(10.1)

where φ(t) is the relative phase between the two molecular orbitals. For a
coherent triplet pair, there is a defined phase relationship φ(t), which corre-
sponds to a pure state while for the uncoupled triplets, the phase is random
which is a mixed state. Due to the coherence, the two molecular orbitals
can interfere with each other like two optical waves. In momentum space,
this interference shows up as the modulation or fringes on the wavefunction
envelope. The evolution of the coupled triplet states can be easily monitored
by watching the interference fringes decay.

Our TOF k-mic can simutaneouly take the 2D momentum map thus is
very suitable for this study. Tens of Megahertz sources works with this
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experiment very well [260]. The sample will be a pentacene crystal grown
on Cu(110) substrate, the C60 will be used as electron acceptor material. So
this is also a extension of the C60 experiment.

10.1.2 Photocatalytic reaction on TiO2 surface

Heterogeneous catalytic reactions play a indispensable role in chemical and
energy conversion, material and environmental protection. The photocat-
alytic reaction is a complicated process consisting of many elementary pro-
cesses and spans over several order of magnitude timescales as discussed in
section. 1.2. TiO2 is one of the most extensively investigated metal oxides in
semiconductor photocatalysis due to its relatively high efficiency, nontoxicity,
low cost and high stability. However, the lifetime of conduction band (CB)
electron is still under debate, the reported values in the literature differ or-
ders of magnitude from picosecond to microsecond [312, 313, 314, 315, 316].
tr-ARPES studies on Ti(110) crystal surface, pertubatively excited, can mon-
itor the CB electron dynamics of the catalyst. Moreover, with the superior
data rate and signal to noise ratio, it is possible that we can directly observe
the hole dynamics under perturbative excitation, by looking at the depletion
of the valence band. Direct observation of electron and hole evolution in the
momentum space can provide key insight to the underlying mechanism of
photocatalysis.

Recently, M.G. White and coworkers from Stony Brook University observe
the coverage dependent fractal-like kinetics of methyl radicals formation in
substrate-induced photooxidation of acetone on a TiO2(110) surface [317]. In
their experiment, the high fluence (> 1 mJ/cm2) UV pump light at 260nm
is used to initiate carrier-induced fragmentation of adsorbed acetone on a
TiO2(110) surface that was pretreated with oxygen. The photoreaction re-
sults in the ejection of methyl radicals into the gas-phase that are detected
by the probe pulse via resonant multiphoton ionization. The time dependent
methyl radial yield at 0.1ML, 0.2 ML and 0.7 ML acetone coverage fits the
fractal kinetics model very well at the known limiting values of 1/3 and 1/4.
This key result suggest a mechanism for methyl formation that involves a
low dimensional fractal network, which is attributed to the anisotropy of the
TiO2(110) surface structure and its effect on spatial ordering of adsorbed
acetone species. The rate limiting process of methyl formation is the trans-
port of energetic holes to reaction sites, e.g., a percolation network, and not
the dynamics associated with fragmentation of the acetone species. This
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fratal-like behavior is critical for the photooxidation reaction on surface.
For tr-ARPES experiments, we will start with the carrier dynamics of

the TiO2 substrate. tr-ARPES experiments on the adsorbed molecules in
photocatalytic reaction is still technically challenging because the pump light
induced reaction consumes the adsorbed molecules. For example, if each
pump pulse excites a fraction of 10−4 acetone molecules, which turns into
methyl by the chemical reaction. At our rep rate, all the acetone molecules
will be depleted in less than 1 ms. Fast sample rastering combined with
continuous dosing is required to perform these experiments.

10.1.3 Electron dynamics of 2D materials

2D materials have attracted great interest recently due to their potential
application for future electronic, photonic and spintronic devices [302]. Their
properties are versatile, covering the complete range of electrical proprieties
from superconducting to insulating. Time resolved ARPES has been used
in the study of electron relaxation pathways in 2D materials, for example,
intervalley scattering of transition metal dichalcogenides(TMDCs) [318, 42].
But with the <100 kHz rep rate sources, the experiment is restricted to
strongly excited regime [319], or long acquistion time [320]. We have been
working on spatially resolved tr-ARPES on graphite as discussed in chapter 9.
Recently, D. Jones and coworkers from the University of British Columbia
reported directly extracting the electron-phonon coupling strength on single
crystal graphite by time- and angle-resolved photoemission spectroscopy with
CE-HHG XUV source at 25 eV [321]. The pump fluence <10 µJ/cm2 is
demonstrated [322]. With our tunable XUV source and TOF k-mic detector,
we believe that we can investigate the electron dynamics of 2D material in
greater detail and faster data rate, enabling even lower pump fluence. In
many of 2D materials, most of the interesting electronic structure features
and dynamics after photoexcitation occur at the edge of the Brillouin zone,
the 2PPE experiment can’t be used in these studies due to limited momentum
range of low photon energy.

The spin orbital coupling plays an important role in the property of 2D
material. For example, One important feature of the semiconductor TMDCs
such as WSe2 is their band structure around the K points which is composed
by two spin-polarized branches due to the strong spin-orbit interaction orig-
inating from the transition metal ions d-orbitals [323]. The time-reversal
symmetry leads a spin-valley locking relationship [324] which means the spin
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and momentum of the electrons are strongly coupled. The Spin resolved
ARPES and spin resolve tr-ARPES is powerful tool to study the electron
scattering between the spin-polarized bands. However, the data rate of the
spin resolved ARPES is challenging. The electron spin filter works by the
spin-dependent reflectivity of electrons due to spin-orbit coupling in the solid
state scattering target. This scattering process is very lossy and reduces the
data rate by orders of magnitude.

A novel multichannel spin detector can be conveniently implemented with
TOF k-mic [325]. The multichannel spin detection is base on preserving a
two-dimensional electron distribution in the spin-polarized low-energy elec-
tron diffraction process. The spin filter is implemented in the TOF k-mic
as a W(100) crystal located in the end of 2nd restarding stage where 2nd
gaussian image forms and the spin filter crystal is used in specular geome-
try deflecting the electrons by 90 degree. The conservation of the electron
momentum component parallel to the crystal surface, guarantees a trans-
fer of the two-dimensional lateral image information that is encoded in the
scattering coordinates and angle. Then TOF spectrometer is used to record
momentum map and time of flight data. This scheme improves the efficiency
of spin detection by 4 orders of magnitude [243].

With our unprecedented data rate, we can attempt spin resolved time re-
solved ARPES on TMDCs materials in pertubatively excited regime. The re-
search will elucidate the electron dynamics of spin-polarized bands of TMDCs.

10.2 Future upgrades of the tr-ARPES in-

strument

In order to further improve the performance of our tr-ARPES instrument,
several upgrades will be done in the near future.

• The hexapod sample manipulator. As discussed in section 8.11. the
hexpod sample manipulator will provide reliable sample cooling and
sample alignment.

• Grid-based high pass filter. MCP detection efficiency is reduced when
it is used as the high pass filter as mentioned in section 8.7. Using the
grid-based high pass filter can solve this problem.
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• Lock in detection at half the rep rate. As discussed in section 8.3, lock
in detection at half the rep rate can effectively cancel the noise and
drift such as electron caused by field emission. This requires the pump
pulse picker as discussed in section 10.2.1.

• High frequency (HF) electron deflector. Our measurements of the pho-
ton linewidth as discussed in section 6.2 is limited by the energy reso-
lution of our previous hemispherical energy analyzer. The energy reso-
lution of the TOF k-mic is demonstrated to be 19 meV [16]. To achieve
high energy resolution, >50 ns electron flight time is favorable which is
longer than our 12 ns interval between pulses due to our high rep rate.
As discussed in section 8.8, this can be done with HF electron deflector
as demonstrated in Ref. [300]. The HF deflector is complemented with
two pinholes in two additional beam crossovers and 2 pairs of deflector
electrodes placed in between. The deflector electrodes are driven by 20
GHz RF supply with up to 20 V amplitude. The complete extinction
of the adjacent pulses is demonstrated in 100 MHz synchrotron light
source.

• Fully integrated software. Currently our high voltage power supply,
DLD, photon flux monitor and motors are on their own separate soft-
ware. We need to manually click on each software which is time con-
suming and inconvenient. Besides instrument control, handling the
large amount of data generated in tr-ARPES experiment is a chal-
lenge [326]. tr-ARPES experiment generates (kx, ky, E, t) 4 dimen-
sional data where E is the electron kinetic energy related to the time
of flight and t is the time delay between pump and probe pulses. The
data is typically stored as a set of 2D momentum images, each of the
image has > 105 pixels. In some of our experiments, total data file size
on the order of 10 GB is generated within half an hour. How to process
this kind of big data is a challenge. More than that, visualization of
the band structure features are of great importance for understanding
the momentum space electronic structure and dynamics. In addition
to the large amount of data, the contrast of the data is also a con-
cern [326]. For example, the intensity difference between the ground
states and the excited states can be 3 orders of magnitude or more in
pertubatively excited tr-ARPES. We are currently working on develop-
ing a fully integrated software which directly talk to different parts of
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the instrument and also can do quick data analysis and visualization.
This software will simplify the operation and accelerate the tr-ARPES
experiments.

10.2.1 Design of pump pulse picker

Figure 10.1: The design of the pump pulse picker. RPC= resonantly driven
pockels cell PBS=polarization beam splitter PD=photodiode HWP= half
waveplate PLL= phase locked loop.

To the pump pulse picker enables the lock in detection at half the rep rate
and allows longer sample relaxation time. However, selection of femtosecond
pulses at tens of Megahertz and a few watts average power is technically
challenging. The traditional AOM pulse picker requires the beam to be
focused to a small spot in order to achieve fast enough speed [96]. The small
spot cause potential damaging issues. Our pulse picker is based on resonantly
driven pockels cell as shown in Fig. 10.1. The power of the incoming IR beam
is restricted to be < 3 W to prevent pockels cell damage. The resonantly
driven pockels cell (RPC) is purchased from Quantum Technology, which has
a built-in tank-circuit resonant at frep/2. The frep/2 signal can be derived
from a phase locked loop and share the photodiode generating the TOF k-mic
trigger as mentioned in section 8.4.1. A RF amplifier will be used to drive the
pockels cell. IR beam will change its polarization every other pulse. Then
the IR goes through a polarization beam splitter and we obtain two sets of
frep/2 pulse train. Then we make them colinear polarization by a half wave
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plate and combine the two pulse trains with a MachZehnder interferometer.
A PZT mirror is used to generate the error signal and stabilize the path
length. A delay stage is used to compensated the time delay between the
two arms. By doing this, we obtain the frep/2 pulses with doubled pulse
energy and without losing the average power, which improves the conversion
efficiency of the down stream nonlinear optical conversion stage.

10.3 An outlook for future ARPES technol-

ogy

10.3.1 Single pass HHG with high power femtosecond
laser

Because the high average power on the order of kW is required for efficient
high harmonic generation at tens of Megahertz rep rate, it is first realized
by CE-HHG. However, CE-HHG has drawbacks such as high photon energy
XUV output coupling and difficulty of generating isolated attosecond pulses.
Thanks to the rapid development of the high power laser technology, the
average power of femtosecond lasers based on based on ytterbium-doped gain
media has been approaching kilowatt range for example, Innoslab lasers [327],
thin disk lasers [328] and fiber lasers [329].

For fiber lasers, tremendous improvements have been made in the average
power, pulse energy and peak power over the last few decades. The aver-
age powers over 3 kW [329, 330] and pulse energies of up to 2.2 mJ [331]
has been demonstrated. However, modal instabilities which is a threshold-
like degradation of the beam quality above a certain average power value
constrains further power scaling of a single fiber amplifier [332]. As a re-
sult, the coherent combination of multiple parallel fiber amplifiers has been
the major path of power scaling. In order to realize the coherent combi-
nation of multiple amplifier, the path lengths in the channels need to be
matched with sub-wavelength precision, differences between dispersion and
nonlinear effects in the the parallel amplifier channels limits combination
efficiency [333]. So far, systems comprising four parallel main amplifiers de-
livering gigawatt peak powers and average powers of more than 3.5 kW have
been demonstrated [330, 334], as well as peak powers of up to 22 GW [335].
In some sense, cavity enhanced high harmonic generation can be understood
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as the coherent combination one laser with itself for a few hundred times
which reduces the system complexity and costs.

Some progress has been made applying these lasers to HHG. In order to
generate HHG efficiently, spectrum broadening and the pulse compression
by propagating in large mode area (LMA) fibers [336] or gas filled capillar-
ies [337, 338, 339] is usually needed. Although short IR pulses can generate
short XUV pulses, the photon linewidth is inevitably broadened. HHG with
> 100 µW between 25 eV and 33 eV at 600 kHz is demonstrated [340] as
well as the 600 kHz isolated attosecond pulses by OPCPA system pumped
by short pulse fiber lasers [338]. HHG with frequency doubled Yb fiber laser
is capable of delivering > 800 µW at 21.7 eV at 120 kHz due to better sin-
gle atom response [341], while stable operation of CE-HHG with the same
wavelength is not achieved yet [342].

Besides fiber lasers, Innoslab lasers and thin disk lasers are also com-
petitive technology for high rep rate HHG due to its excellent capability of
power scaling, heat management and high beam quality. Compared to the
fiber laser, the bandwidth of the gain media is much narrower. The pulse
duration of this Innoslab lasers and thin disk lasers is typical a few hundred
fs [343]. Further spectrum broadening and pulse compression is needed. HHG
at at 20.8 MHz rep rate is demonstrated with a Innoslab laser, although the
highest power of the harmonics is only 1 nW [336]. Ref. [344] reports 500 kHz
time resolved ARPES facility based on a Innoslab laser pumped optical para-
metric chirp pulse amplifier (OPCPA). Photon flux on the order of 1012 γ/s
at 21.7 eV is generated at the nozzle and 1011 γ/s is delivered to the sample.
However, due to the low rep rate, the sample current has to be attenuated
to 130 pA in order to mitigate the space charge effects. Another interesting
attempt is direct HHG inside the thin disk laser cavity [67, 345], however the
photon flux and the photon energy is far from enough for practical tr-ARPES
experiments.

In addition to the gas phase HHG, solid state high harmonic genera-
tion [346] is also emerging as a promising route to compact ultrafast XUV
light sources. By HHG in solids, photon energies up to 30 eV can be generated
with an intensity 10−100 times lower than comparable HHG in gases [347].
At these reduced intensities, HHG at MHz rates becomes feasible. In an
initial demonstration, a conventional Ti:sapphire oscillator with a repetition
rate of 75 MHz has been converted to up to 20 eV harmonics in a single pass
through sapphire nanocones coated with Au film [348], the photon flux of
the highest harmonic is on the order of 106 γ/s. Recently, Ref. [349] reports
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76 MHz HHG in solids with photon energies up to 11 eV generated by a
femtosecond Cr:ZnS laser operating at 2−3 µm, The highest flux is on the
order of 108 γ/s. Although HHG in solids allows high rep rate XUV with
lower average power, the conversion efficiency and the photon flux of HHG
in solids is still orders of magnitude lower than gas phase, limited by sample
damage. Its microscopic mechanism is not clear yet.

Although the technology mentioned above looks promising, we believe
the CE-HHG will have its place in the future for several reasons. First, the
attainable average power and rep rate of CE-HHG is still orders of magnitude
higher. As discussed in section 1.6.4, the average power of 10 kW and the rep
rate of hundreds of MHz have been demonstrated. Second, CE-HHG source
has the advantage of the cost and complexity. The structure of high power
lasers including coherently combined fiber lasers, Innoslab lasers and thin
disk laser is highly complicated compared to the enhancement cavity whose
major components is several cavity mirrors and few simple optics. Third,
the narrow photon linewidth of CE-HHG. In order to improve the conversion
efficiency, short pulses have to be used in single pass HHG, while in CE-HHG,
the low conversion efficiency of the fairly long pulses on the order of 100 fs
is compensated by the passive amplification of the cavity, plus the fact that
CE-HHG is free of ionization gating due to the constrain of the cavity, this
leads XUV sources with much narrow photon linewidth.

10.3.2 Direct electron detection

In this thesis, I have described substantial progress on both light sources
and energy analyzers for tr-ARPES. Currently, one bottleneck of the per-
formance of our tr-ARPES instrument is the attainable count rate of the
micro-channel plate (MCP) based delay line detector (DLD). This detector
provides adequate time (220 ps) and spatial (80 µm) resolution for recording
high-resolution ARPES data, but it has two major limitations. First, the
quantum efficiency (fraction of incident particles detected) of the detector is
limited to ∼50 % by the MCP. Second, and more critical, is that the elec-
tron count rate the detector can handle is limited to a few MHz by both the
MCP and the delay-line method. For comparison, we can generate > 1010

photoelectrons/second at the sample. Both these limitations impose techni-
cal challenges to the experiments and require compromises to be made on
the momentum microscope performance and the samples that can be stud-
ied. An electron detector with close to 100% quantum efficiency, GHz count
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rates, time resolution in tens of picosend and spatial resolutions in the tens
of microns is highly desirable.

A novel type of silicon electron detection technology named low gain
avalanche diode (LGAD) is a promising solution. The development of the
LGAD technology was prompted by the need to time resolve the tremen-
dous number of particle tracks emerging from the interaction regions, in
future high energy physics experiments, to help reconstruct the position of
the primary particle interaction [350]. The LGAD is based on simple diode
fabricated on a thin p-type silicon substrate with the n+ implant. Applica-
tion of a reverse bias voltage creates an intense electric field in this superficial
region, able to trigger avalanche multiplication for the electrons. The gain is
kept low for low noise. The time resolution achievable on these devices has
been measured to be in the order of 30 ps. The device concept is relatively
new and is under intense development to maximize the sensor performance
in the various conditions in which it can operate. The LGAD was originally
conceived for the detection of high-energy charged particles, however it can
also be used for the detection of low-energy electrons. For example, electrons
at keV energies can be detected by LGAD developed by BNL [351]. The low
energy electron has a shorter mean free path inside silicon. In order to im-
prove the detection efficiency of the low energy electron, new LGAD with
modified doping profiles needs to be developed so as to minimize the dead
silicon thickness, similar to other direct electron detector architectures [352]

The Timepix camera [353, 354] is another competitive technology. The
timepix camera uses a light sensitive silicon sensor bump bonded onto a
Timepix chip [355]. The light sensitive silicon sensor can have up to 1024 ×
1024 pixels, with each pixel in the sensor being connected to its own set of
signal processing circuitry in the Timepix chip. When photons are absorbed
by a pixel of the silicon sensor, the circuitry in Timepix chip accumulates
the excited electrons in a capacitor, and if the accumulated charge exceeds a
certain threshold then the pixel registers a hit. Using the fast internal clock
within the chip, the pixel records the time at which the hit occurred, i.e.
the Time of Arrival (ToA). Then, the capacitor is discharged at a constant
rate, and the pixel records the length of time for which the charge in the
capacitor remains above the threshold, i.e. the Time over Threshold (ToT).
This value is proportional to the number of photons absorbed by the pixel.
The 4D information including ToA, ToT, and the location of the pixel x,y is
stored in the pixel until it’s read out which happens at a much slower rate
eg. 100 Hz. The timepix camera was originally design for 400 nm − 1000
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nm wavelength range. Now, the sensors with thin entrance window is also
commercially available as CheeTah model which allows direct detection of
several keV electrons. The newest version Timepix3 has a time resolution
of 1.6 ns, which is still not fast enough for high resolution electron TOF
spectrometer. The next version Timepix4 is expected to have a 200 ps time
resolution, and it will be available in the market in a few years.

There are other novel silicon based detectors for direct electron detection.
For example, back illuminated CCD sensors. By illuminating and collecting
charge through the back surface, the photons can enter the back surface of
the detector unobstructed, without having to pass through the silicon gate
electrodes. Commercial back illumiated CCD sensors are capable of direct
detection of <20 keV photons, for example iKon SO and Newton SO from
Andor Technology. Another CMOS based technology is named monolithic
active pixel sensor (MAPS), the working principle of MAPS is reviewed in
Ref. [356]. Different from CCD, MAPS detector works for the electrons with
tens of keV energy. The development of these electron detectors are driven by
the development of high energy physics and electron cryo-microscopy (cryo-
EM). They feature high quantum efficiency and low readout noise. However,
they don’t have the capability of recording the timing of the events. Further
development is still needed for TOF electron spectrometer.
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Appendix 11

Appendix

11.A High speed transimpedence amplifier
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11.B Integrator
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11.C Vacuum interlock
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11.D Sample mount mechanical design
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Frank O Schumann, Juergen Kirschner, and Wolf Widdra. Boosting
laboratory photoelectron spectroscopy by megahertz high-order har-
monics. New Journal of Physics, 17(1):013035, January 2015.

184



[65] Michele Puppin, Yunpei Deng, Oliver Prochnow, Jan Ahrens, Thomas
Binhammer, Uwe Morgner, Marcel Krenz, Martin Wolf, and Ralph
Ernstorfer. 500 khz opcpa delivering tunable sub-20 fs pulses with
15 w average power based on an all-ytterbium laser. Opt. Express,
23(2):1491–1497, Jan 2015.
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Attosecond synchronization of high-harmonic soft x-rays. Science,
302(5650):1540–1543, 2003.

[93] R. Jason Jones and Jun Ye. Femtosecond pulse amplification by coher-
ent addition in a passive optical cavity. Opt. Lett., 27(20):1848–1850,
2002.

[94] R. Jason Jones and Jun Ye. High-repetition-rate coherent femtosecond
pulse amplification withan external passive optical cavity. Opt. Lett.,
29(23):2812–2814, Dec 2004.

[95] Yuning Chen. Cavity-Enhanced Ultrafast Spectroscopy. PhD thesis,
2018.

[96] Warren Nagourney. Quantum Electronics for Atomic Physics. Oxford
University Press, 2010.

[97] Nicolai Lilienfein, Christina Hofer, Simon Holzberger, C Matzer,
P Zimmermann, M Trubetskov, V Pervak, and Ioachim Pupeza. En-
hancement cavities for few-cycle pulses. Opt. Lett, 42(2):271, 2017.

[98] Simon Holzberger, N Lilienfein, M Trubetskov, Henning Carstens,
F Lücking, V Pervak, Ferenc Krausz, and Ioachim Pupeza. Enhance-
ment cavities for zero-offset-frequency pulse trains. Optics letters,
40(10):2165–2168, 2015.

[99] A.E. Siegman. Lasers. University Science Books, 1986.

[100] Henning Carstens, N Lilienfein, Simon Holzberger, C Jocher, T Eidam,
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[340] Steffen Hädrich, Arno Klenke, Jan Rothhardt, Manuel Krebs, Armin
Hoffmann, Oleg Pronin, Vladimir Pervak, Jens Limpert, and Andreas
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